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Abstract

:

The advances of remote sensing techniques allow for the generation of dense point clouds to detect detailed surface changes up to centimeter/millimeter levels. However, there is still a need for an easy method to derive such surface changes based on digital elevation models generated from dense point clouds while taking into consideration spatial varied uncertainty. We present a straightforward method, Las2DoD, to quantify surface change directly from point clouds with spatially varied uncertainty. This method uses a cell-based Welch’s t-test to determine whether each cell of a surface experienced a significant elevation change based on the points measured within the cell. Las2DoD is coded in Python with a simple graphic user interface. It was applied in a case study to quantify hillslope erosion on two plots: one dominated by rill erosion, and the other by sheet erosion, in southeastern United States. The results from the rilled plot indicate that Las2DoD can estimate 90% of the total measured sediment, in comparison to 58% and 70% from two other commonly used methods. The Las2DOD-derived result is less accurate (65%) but still outperforms the other two methods (30% and 48%) for the plot dominated by sheet erosion. Las2DoD captures more low-magnitude changes and is particularly useful where surface changes are small but contribute significantly to the total surface change when summed.
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1. Introduction


The advances of remote sensing techniques have allowed for the generation of very high-resolution digital elevation models (DEMs) for detecting surface changes up to centimeter/millimeter levels. Light detection and ranging (LiDAR) is a technology to create high-precision three-dimensional (3D) point clouds by measuring the time of flight of a laser point between a sensor and a surface [1]. It has been used aboard aircraft, commonly called airborne LiDAR, to produce DEMs with resolutions up to 0.5 m and coverages from a single to hundreds of kilometers [2,3,4]. Terrestrial laser scanning (TLS) is another type of LiDAR with laser scanners atop tripods near the area of interest and can produce denser point clouds with precision and resolution up to centimeter and millimeter levels. TLS has been used to survey smaller areas for change detection, such as the changing soil surfaces of gullies [5,6,7,8,9], hillslopes [10,11,12,13], bluffs [14], badlands [15], channels [16], experimental erosion plots [17], and tilled soils [18,19,20].



Structure from motion (SfM) is a widely used technology that uses cameras to produce dense point clouds for change detection. Based on an iterative bundle adjustment on automatically extracted key points, SfM generates point clouds from overlapping images without requiring a priori knowledge of the 3D position of each image [21,22]. While SfM can operate using images from ground-based cameras [22,23], unmanned aerial vehicles (UAVs) offer a low-cost image acquisition method with greater spatial and temporal resolutions. Leveraging images collected from UAVs, SfM has been used to quantify the surface changes of agricultural fields [24], hillslopes [25], catchments [26], glaciers [27], gorges [28], and experimental erosion plots [17].



Both LiDAR and SfM generate dense point clouds of the targeted surface. Surface changes can then be quantified based on the differences of the point clouds collected at different times. Two categories of analyses have been used for surface change detection: the 3D distance between point clouds and the difference of DEMs derived from point clouds. For the first category of analyses, a cloud-to-cloud (C2C) distance is the most straightforward method to quantify surface changes. This method derives an unsigned distance between each point of one cloud and the corresponding nearest point in the other cloud [29]. While the C2C approach is computationally and theoretically straightforward, the unsigned distances that result do not distinguish between positive (deposition) and negative (erosion) changes and do not account for the point clouds’ positional uncertainty. This method also does not consider surface normals and yields reduced accuracy with increasing topographic complexity [30,31]. Lague et al. [31] developed a more robust surface distance method called the Multiscale Model to Model Cloud Comparison (M3C2) algorithm. This algorithm measures the distance between two point clouds by fitting a cylinder around each core point along the local surface normal direction and calculating the average point distance from the two point clouds within the cylinder. The normal direction and standard deviations of the points within the cylinder are used to derive surface roughness and, alongside a reported registration error, estimate a spatially variable confidence interval for uncertainty. While this technique avoids the potential for error propagation associated with gridding/interpolating surfaces and offers confidence intervals for point distances, it has trouble converting distances to volume change between surfaces surveyed several times [30].



Surface changes have been quantified primarily based on DEMs due to the simple concept, easy implementation, and straightforward visualization, though it is challenging to use DEMs to represent complex surfaces, such as overhanging and nearly vertical slopes [11,12,31,32]. The most common approach is to conduct a DEM of difference (DoD) that estimates the cell-by-cell elevation change between the DEMs of an area surveyed at successive times [33]. DEMs can be created from point clouds by gridding the area and summarizing the elevations of the points falling within each cell. DoDs can be used to quantify erosion and deposition on bare soil surfaces and to estimate volume change.



A DEM-represented surface usually contains uncertainties from sampling, gridding, spatial resolution, and point cloud registration [32]. The simple subtraction of two DEMs does not account for this DEM uncertainty, but several methods have been developed to account for it. A simple measure of precision can be used to determine a site-wide minimum level of detection, and elevation changes lower than this value are discarded [34]. However, this approach assumes a constant uncertainty across the whole area, not considering that the DEM uncertainty is inherently different across a heterogeneous landscape [35]. Despite the difficulty in quantifying it, a spatially variable measure of uncertainty is therefore desirable for heterogeneous surfaces [33]. Wheaton et al. [33] proposed a fuzzy inference system (FIS) to quantify the spatially varied uncertainty of DEMs and subsequent DoDs. A FIS has been implemented in the Geomorphic Change Detection software alongside several tools for estimating DoD uncertainty when outside estimates of error are provided [33]. However, the application of a FIS relies on established rules between input parameters, which may vary depending on survey methods and study sites. This makes it difficult to establish the rules without a priori knowledge of the factors affecting elevation uncertainty, and necessitates significant effort to calibrate and test the parameters [36]. Therefore, there is still no easy method for deriving DoDs with spatially varied uncertainty directly from dense point clouds.



In this paper, we present a straightforward method to produce DoDs from dense point clouds with spatially varied uncertainty. Based only on point cloud data, this method allows for implementing spatially varied uncertainty in DoD analysis when precision measures are unavailable. It uses the information inherent in the point cloud to estimate spatially varied uncertainty while retaining the DoD’s ability to estimate volume changes. The method, named Las2DoD, is coded in Python with a standalone graphical user interface (GUI). It provides a fast and easy way to detect surface changes and quantify erosion and deposition, as well as the net volume changes of a surface. Through its simple implementation, this method may be advantageous over other methods where the proper input parameters are unclear or unavailable.




2. Theory Background and Methodology


2.1. Error Propagation in DoD


If only considering vertical uncertainty, the true elevation of a DEM cell,    Z  A c t u a l    , can be represented as [33]:


   Z  A c t u a l   =  Z  D E M     ±    δ z   



(1)




where    Z  D E M     is the elevation of a DEM cell, and    δ z    is the elevation uncertainty. Only vertical uncertainty is considered, as horizontal uncertainty, when it is much smaller than the DEM cell size, has little effect on vertical differences in low slope areas [32]. The value of δz can be estimated by different methods, including the standard error from independent check data [8,34,37], the interpolation of vertical standard deviations [7,17], and the root mean square error of data against known control points [30].



The errors inherent to each DEM propagate into the subsequent DoD [38]. The propagated error for the DoD,   δ  u  D o D    , can be estimated by [39]:


  δ  u  D o D   =       δ  z  n e w      2  +     δ  z  o l d      2     



(2)




where   δ  z  n e w     and   δ  z  o l d     represent the uncertainties of the DEMs at two times. This propagated error can be estimated by a minimum level of detection threshold applied to all DEM cells or by a spatially explicit level of detection with a spatial δz estimate. Assuming that δz can be estimated using the standard deviation of error of points within a DEM cell, a probabilistic threshold can be derived using a t-statistic of the two point datasets from the DEM cells at two times [40]:


  t =      Z  D E  M  n e w     −  Z  D E  M  o l d           δ  u  D o D      



(3)







This t-test produces a p-value for each DEM cell, representing the probability of the derived t score on the t-distribution determined by its degrees of freedom. The propagated error,   δ  u  D o D    , can be estimated independently based on repeated measurements of the same set of control points, or based on the number of points measured from each cell, assuming the elevation variance of these points represents the uncertainty. In this study, we used the latter assumption because there are typically insufficient repeated measurements of control points to represent a heterogeneous landscape. In contrast, when point clouds are dense compared to the gridding resolution—as they are in TLS or SfM—the points within each grid cell provide sufficient information to estimate the propagated error.



Due to the potential difference in the numbers of points within each DEM cell at the two times, and considering that surfaces can influence the variability in erroneous points, it is highly likely that errors in DEMs used in surface change detection do not have an equal number of points and variance. Therefore, an unequal variance t-test is necessary to determine the confidence interval. The unequal variances t-test is also known as Welch’s t-test [41]. Welch’s t-test is given by:


  t =     X ¯  1  −   X ¯  2         s 1 2     N 1    +    s 2 2     N 2         



(4)




where     X ¯  1    and     X ¯  2    are the mean point elevations,    s 1    and    s 2    are the standard deviations, and    N 1    and    N 2    are numbers of points from each cell of the two DEMs, respectively. The degrees of freedom (  d f  ) for the Welch’s t-test is defined as:


  d f =          s 1 2     N 1    +    s 2 2     N 2       2         s 1 4     N 1 2     N 1  − 1     +    s 2 4     N 2 2     N 2  − 1          



(5)








2.2. Las2DoD


We developed an algorithm to conduct DoD analysis with spatial varied uncertainty directly based on dense point clouds at two times. Figure 1 illustrates the process flowchart. This algorithm first grids each point cloud based on the specified resolution. The point count (N), mean (X), and standard deviation (s) of the points in each cell are derived for each point cloud. Then, Welch’s t-test is conducted as described above to calculate the t-score for each cell using Equation (4) and derive the p-value based on the t-distribution associated with its degrees of freedom. The p-value is used to determine whether the cell elevation difference is statistically significant at a critical confidence level, such as an alpha level of 0.05 or 95% confidence interval. Finally, a filtered DoD raster is created to show the cells with statistically significant changes. For comparison, the algorithm also generates an unfiltered DoD raster without consideration of uncertainty, a t-score raster, and a p-value raster. The total area and volume changes in erosion and deposition, as well as the net volume change, are also summarized as a text (csv) file.



The above algorithm is coded in Python based on freely available scipy, gdal, and numpy libraries. A standalone user-friendly GUI was also developed to let users specify input point clouds, parameters, and an output folder (Figure 2). Before and after point clouds, a grid resolution, and a target p-value are all that are necessary for this tool to operate. The input point clouds must be in LAS format and are assumed to have approximately the same spatial extent. The X, Y, and Z units of the point clouds must be consistent, and the same units are used for the grid resolution. The input grid resolution is used to determine the grid size for grouping and processing points, as well as the row, column, and resolution of the final rasters. The target p-value will be used as a confidence interval—for example, the target p-value for the 95% confidence level is 0.05—to filter out insignificant results based on the cell-by-cell two-tailed Welch’s t-test. The tool also offers an option to only conduct the DoD analysis to a specific area of interest (AOI) if a masking raster is provided. This masking raster should only contain data within the AOI and use the same unit and coordinate system as the input point clouds. This tool also derives an estimate of the mass of sediment added/removed if an optional soil bulk density is provided. If desired, this tool can also create detailed statistics for each point cloud as raster outputs, such as mean, standard deviation, and point count. The source codes and the executable file for Las2DoD can be found at https://github.com/GeneBailey/Las2DoD (accessed on 20 March 2022).





3. Case Study


We demonstrated the Las2DoD method on a case study to quantify fine-scale soil erosion on two field plots in the southeastern United States. The results were then compared to the DoD analysis with a minimum level of detection (    LoD   Min    ) and the results from the M3C2 algorithm. The     LoD   Min     and M3C2 methods were selected for comparison due to their frequent appearance in the literature and accessible implementation through available software. With the exception of a single estimate, these two methods are similar to Las2DoD in that they require minimal data preparation and no prior knowledge of elevation uncertainty and related factors.



3.1. Study Area and Datasets


Our field site is located at the Plant Science unit of the East Tennessee Research and Education Center (ETREC), University of Tennessee (35.89°, −83.95°) (Figure 3 and Figure 4a). Data were gathered from two experimental plots on the field site. Each plot is approximately 70 m in length, 6 m in width, and on a 15% slope. The plots have been maintained largely free of vegetation through the application of herbicide and the burning of the remaining residue (Figure 3). The plots have different microtopographic features and are not considered replicates. Some rills have developed on the left plot (Plot A) in Figure 4a, especially the one deeply incised rill on the middle-left part (Figure 4b). No rills have developed on the right plot (Plot B), but this plot has some slight ridges running the length of the interior (Figure 4a). These two plots provide the opportunity to test the efficiency of the Las2DoD method to quantify both rill and sheet erosion.



Raised berms were constructed at the sides and top of the plots to control the surface flow. A flow divider system was installed at the bottom of each plot to capture runoff and sediment eroded from the plots (Figure 4b), as used in multiple erosion studies [42,43,44,45]. This flow divider system is designed to capture a precise fraction of up to 3000 gallons of runoff between samplings [46]. Six concrete mounting points were also installed at the corners of each plot as fixed locations for placing registration targets (Figure 4a).



TLS scans were conducted on 6 July 2020 and 19 November 2020. At each date, seven scans were collected by putting the scanner at the top, bottom, and sides of each plot (Figure 4a). All scans were collected using a FARO Focus3D × 330 mounted on a leveled extending tripod. A scanning resolution of half the sensor’s full capability was used to balance the point density and scanning time, producing more than 176 million points over the full field of view for each scan, with an average point spacing of 3 mm at a 10 m distance. The operating time of each scan was roughly 8 min. Using Leica Cyclone software, all TLS point clouds (seven from each date) were registered into a single local coordinate system based on the positions of spherical targets placed on the mounting points at the corners of the plots (Figure 4a). This achieved a positional mean absolute error of 3.5 mm for the final registration. The mean absolute error reported by the Leica Cyclone is defined as an average of the absolute positional distances in the x, y, and z axes between the targets before and after registration [47]. A unified point cloud was then exported for each plot at each scan date. While ground filtering is often a critical step to remove vegetation and other non-ground points when quantifying surface changes from TLS data [48], this study did not apply any ground filtering except for the removal of some noise points far from the plot surface because these well-maintained plots are largely free of vegetation. This practice allowed us to limit the potential smoothing effect of ground-filtering algorithms on surface change detection.



During the study period, sediment was sampled from the flow divider system whenever 2 inches of precipitation occurred at the nearby McGhee Tyson Airport weather station about 11 km away. We sampled the collected sediment 13 times during the study period. The cumulative sediment delivered for plots A and B were 411 kg and 664 kg, respectively (Figure 4c). To enable the estimation of soil mass lost/gained, the soil bulk density of the plots was measured using a nuclear gauge reading the backscatter of the top five centimeters of soil [49,50]. Plot A recorded an average bulk density of 1.25 g/cm3, and Plot B had an average bulk density of 1.39 g/cm3. The volume of change estimations from DoDs can be converted to a net mass change based on these bulk densities. The net mass change estimated from the implemented surface change detection methods can then be compared to the total sediment collected from the flow divider system.




3.2. Change Detection Methods


Three methods were used to quantify the topographic changes during the study period. The grid size for the analysis was 1 cm. Studies have suggested that the cell resolution used in the analysis does affect the quantification of surface changes [11]. In our study, a 1 cm resolution provides enough point data within each cell to conduct statistically meaningful analysis while being fine enough not to overgeneralize surface changes. The 1 cm cell size is also much larger than the registered error of point clouds (3.5 mm), limiting the effect of horizontal uncertainty on the DoD analysis [33].



As described in Section 2, Las2DoD requires the input of two point clouds, a target p-value, a cell resolution, and a masking raster. Here, we used the July and November point clouds for each plot, a 0.05 p-value, a cell size of 0.01 m, and a masking raster representing the interior of each plot. The output was compared to the output of the     LoD   Min     and M3C2 methods.



We used the Geomorphic Change Detection software developed by Wheaton et al. [33] to implement the     LoD   Min     method. DEMs for each plot were generated from point clouds from the July and November scans based on the average elevation falling within each 1 cm cell. The DEMs were clipped to only cover the extent of the interior bounds of each plot. In the GCD software, a DoD analysis was performed for each plot using the July and November DEMs and a minimum level of detection threshold of 3.5 mm, corresponding to the point cloud registration error derived from the targets. The resulting DoDs only account for the changes in the cells where the estimated surface change is more than 3.5 mm.



We also used the M3C2 plugin in the open-source CloudCompare software (http://cloudcompare.org/, accessed on 20 March 2022) to conduct point cloud-based change detection analysis. The guidance for this tool suggests that the normal scale parameter is set to a value that is about 25 times the estimated surface roughness at that scale, and the projection scale parameter is large enough that the generated cylinder encompasses on average 20 points while still being small enough to not over-average the distances [31]. For these plots, the values of 0.025 m and 0.01 m for the normals scale and projection scale, respectively, were found to satisfy the recommendations. The normals were calculated using the default settings and operating on every point within the July point clouds. The max depth or height of the cylinder used to identify distance points was set to 2 m to sufficiently include any points. The registration error of 3.5 mm was also included in the uncertainty estimate. The M3C2 generates a point cloud with ‘M3C2 Distance’, ‘Significant Change’, and ‘Distance Uncertainty’ data fields. The points where the distance calculation was not considered significant were filtered from further analysis. M3C2′s distancing estimation operates exclusively on points with various normal directions, and it is hard to directly convert them to volume changes. To enable a comparison to DoD results, the M3C2 output was gridded into 1 cm cells by assigning each cell’s value with the average M3C2 distance of points within the cell. In this way, the M3C2 output can be transformed into a raster format to allow for the calculation of volume changes [24].




3.3. Results


Table 1 and Table 2 list the performance of each method relative to the plot measurements from plots A and B, respectively. For Plot A, among these three methods, Las2DoD estimated 369 kg of mass lost, about 90% of the total 411 kg measured sediment at the bottom of the plot. In comparison,     LoD   Min     and M3C2 estimated 70% and 58% of the total measured sediment, respectively. In comparison, the accuracy of all methods was decreased for Plot B, although a similar pattern exists among the three methods. Las2DoD generated the most accurate estimate and captured 63% of the measured sediment delivery of 664 kg, whereas the     LoD   Min     and M3C2 methods only estimated 48% and 30% of the measured sediment delivery, respectively. In terms of the number of cells with statistically significant changes, the three methods were substantially different. Las2DoD identified 79.5% (Plot A) and 83.7% (Plot B) of the total plot areas to have significant changes, while M3C2 identified only 12.9% and 10.9% and     LoD   Min     31.1% and 46.07% for these two plots, respectively. For both plots, the methods that reported a greater percentage of cells with significant change also estimated the net mass change more accurately.



Figure 5 and Figure 6 illustrate the spatial distribution of the detectable changes captured by each method alongside a Raw DoD created by simply subtracting DEMs without any consideration of uncertainty. The Raw DoD is included to provide spatial context for the DoD cells excluded through uncertainty testing, but it is not used as a measure of performance. All methods capture the areas of the most extreme change, as can be seen by the areas of deposition at the tops and edges of both plots and the large erosional feature at the middle-left of Plot A. Unsurprisingly, the areas with minimal distance differences are excluded by all methods. In agreement with Table 1 and Table 2, Las2DoD captures more cells of change than the other methods, and a large portion of the captured cells are of lower magnitude changes. In cells where both Las2DoD and     LoD   Min     detect significant changes, the values of the changes are identical. This is not necessarily true for M3C2 because M3C2 calculates distances between the surfaces along the normal direction, whereas Las2DoD and     LoD   Min     strictly measure the vertical distance. This is evidenced by several areas along the right side of Plot A and the top of Plot B, which are identified as strongly erosional in the M3C2 results but are largely absent in other DoDs.



Figure 7 shows the histograms of the DoD results for each plot, highlighting the changes discarded by different methods. The histograms for both plots appear remarkably similar. Without the consideration of uncertainty, the raw DoDs appear to both have a normal distribution around a mean change of −2.3 mm and −2.2 mm for plots A and B. Las2DoD detects less change around zero relative to the raw DoD but still retains some surface changes within ±3.5 mm that are discarded when using the     LoD   Min     and M3C2 methods.





4. Discussion


Compared to the measured plot sediment delivery, Las2DoD produces the most accurate estimates of sediment mass delivery at 90% and 63% for plots A and B, respectively. The performative difference between plots A and B relative to the measured sediment delivery is attributed to the prevalence of sheet erosion on Plot B, which is inherently more challenging to capture. Las2DoD also discerns a greater surface area of change, representing 75% and 83% of the total surface area. This result suggests that Las2DoD can be used in situations where surface change is spread out spatially, but the magnitude of change is at a scale similar to the positional uncertainty of the derived surfaces, as is often the case in areas experiencing interrill erosion. The interrill areas have been found to contribute to as much as 46% of the total erosion on a bare tilled plot with developed rills [51]. It is therefore essential for Las2DoD or other similar methods to account for spatially varied uncertainty and discern minor surface changes in order to capture a total picture of hillslope erosion.



Note that the Las2DoD method ignores registration errors or any errors incorporated into the point cloud before using the method. In performing Welch’s t-test, Las2DoD’s uncertainty analysis can reduce the effect of outliers and noisy points given enough correctly placed points within a cell. When these erroneous points increase the vertical standard deviation of a cell surface such that the difference of means cannot discern a statistically significant difference, the cell will be disregarded. This is not true for methods only considering distance differences, like     LoD   Min    , where if the outlier-affected distance is greater than the threshold, it will be included in the analysis.



The uncertainty analysis will not handle systematic errors within a point cloud, like tilting resulting from an improper registration. While     LoD   Min     and M3C2 are likely over-conservative in accounting for registration errors, obscuring minor surface changes, Las2DoD may capture more erroneous change due to registration error. The registration error observed for this case study (3.5 mm) is based on the deviation of points recorded on registration targets at the corners outside of the area of interest. This error is likely overestimated for most locations in the interior of the plot, as the propagated registration error from targets will increase with increasing distance between individual targets and the barycenter of all targets [47,52]. Although it is not directly accounted for within the Las2DoD method, care must be taken to ensure that the registration of point clouds is as accurate as possible to reduce the impact of systematic errors.



While Las2DoD estimated 90% of the measured sediment delivery for Plot A, it is not an indication that this method always produces this level of accuracy, as highlighted by Plot B. The absolute accuracy results are likely site-specific and related to a combination of local topography, registration, the absence of large vegetation, scan point density, and cell resolution. Accurately measuring small-scale diffuse erosion is a complex task, but the performance of Las2DoD relative to the other studied methods suggests that Las2DoD may positively contribute to the accuracy of DoD estimations. For this case study, Las2DoD includes more cells of minor change to derive more accurate results than the other two methods, which are more conservative due to the inclusion of likely overestimated registration error. The difference between the results of these methods may be reduced on surfaces that experience extreme changes, such as gully erosion and streambank erosion.



Las2DoD only requires a grid resolution and p-value as parameters, both of which can be easily conceptualized and determined. This presents a potential advantage over other, more complex methods like M3C2. While more robust to the influences of local topography, the selection of the suitable parameters for M3C2 can be especially difficult when lacking empirical data to assess the performance of the algorithm under different parameter settings. Therefore, Las2DoD provides an easy and fast way to detect surface changes, and it can be beneficial over other methods where the proper input parameters are unclear or unavailable. In addition, Las2DoD can also generate a set of intermediate rasters, such as the mean and standard deviation rasters of the point cloud, which can be integrated with the Geomorphic Change Detection software or many other terrain analysis software packages for additional analyses.



Las2DoD operates best when the combination of point density and selected grid resolution allow for a high number of points within each cell because it relies on cell-by-cell statistical analysis. The current version of Las2DoD assigns the elevation of each DEM cell as the mean height of the points with the cell to be consistent with Welch’s t-test. The minimum point elevation is occasionally used to inform DEM elevation [6,10]. Many studies also assign an interpolated elevation value using nearest neighbor interpolation [17], bilinear interpolation [11], a triangulated irregular network [8], inverse distance weighting [10], or kriging [16]. Future work is needed to explore the alternate cell height assignments in the Las2DoD analysis. At the same time, the spatial resolution of the specified grid also affects the representation of the surface. Although it is generally believed that finer resolutions provide more precise representations of the surface, finer resolutions also make the final DEM more sensitive to outliers and potentially create more cells with no data [11]. Therefore, more work is necessary to determine the optimal cell resolution for DoD analysis.



While Las2DoD is intended to be used broadly, it is important to note that the case study in this paper represents highly controlled conditions using TLS and its related processing workflow. The controlled nature of the case study limits confounding factors and offers a promising basis to build upon. Further investigation is needed before Las2DoD is recommended to be applied to natural conditions. Future studies may investigate the application of Las2DoD using other sources of high-density points clouds like SfM, explore the performance of the method on different terrains under a variety of conditions, or assess the impact of alternative registration and filtering approaches.




5. Conclusions


This paper presents a straightforward method—Las2DoD—to generate DoDs from point clouds with spatially varied uncertainty. This method uses a specified cell size to derive the mean and standard deviation of the elevations of the points, as well as the point count within each cell of the point clouds collected at different times. These derived datasets are then applied in a Welch’s t-test to test whether each cell has a significant difference in mean elevation based on a specified confidence level. The results from the t-test are used to filter cells with insignificant changes. The whole process is coded in Python with a standalone GUI.



This proposed method was applied to a case study using TLS point clouds to quantify mixed rill–interrill erosion on natural rainfall hillslope erosion plots and compared the results with the results estimated by a minimum level of detection filtered DoD and a DoD summarized from the M3C2 algorithm. The results of these methods are also compared with the measured sediment delivery from the plots to assess the performance of each method. Our results indicate Las2DoD has the best performance with an estimation of 90% of the measured sediment on the plot with rill erosion, whereas the other two methods estimated 70% and 58% of the total measured sediment, respectively. For the plot dominated by sheet erosion, the absolute accuracy of all methods was reduced, but the performance pattern between the methods was highly similar. Both plots demonstrate that Las2DoD captures more low-magnitude topographic change, while the other methods are more conservative and only capture relatively high-magnitude changes.



Las2DoD offers a simple and straightforward way to implement DoD analysis with spatial varied uncertainty. It provides a fast and easy way to detect surface changes and quantify erosion and deposition, as well as the net volume changes of a surface. This method only requires the dense point clouds and easily conceptualized and determined cell size and confidence level, without additional information or extensive parameterization. It may be particularly useful when other DoD methods may be over-conservative, and the change experienced on a large portion of the surface is of low magnitude but may contribute to a significant portion to change in elevation, such as the interrill erosion of hillslopes.
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Figure 1. Flowchart showing an overview of the Las2DoD process. 
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Figure 2. Las2DoD GUI interface. 
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Figure 3. (a) Photograph of study site from the bottom of the slope. Plots A and B are indicated. (b) Close photo of Plot A soil surface. 
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Figure 4. (a) East Tennessee Research and Education Center (ETREC) study site with plots A and B used in the case study. (b) Photograph showing the flow divider system on plot B. (c) Cumulative sediment delivery data sampled from the field plots. 
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Figure 5. DoD results from Plot A of a DoD without uncertainty analysis and the three tested methods with uncertainty testing. 
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Figure 6. DoD results from Plot B of a DoD without uncertainty analysis and the three tested methods with uncertainty testing. 
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Figure 7. Histograms from the final DoD of the selected uncertainty analysis methods and a raw DoD without uncertainty analysis for Plot A (a) and Plot B (b). 
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Table 1. Results from applying the three change detection methods in comparison with the plot measurements for Plot A.
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	Method
	Area of Significant Change (m2)
	Percentage of Surface Represented (%)
	Volume Added (m3)
	Volume Removed (m3)
	Total Volume Change (m3)
	Estimated Mass Change (kg) 1
	Estimated Mass Change/Measured Sediment Delivery 2





	Las2DoD
	101.65
	79.5
	0.05
	0.34
	−0.30
	−369
	0.90



	M3C2
	16.48
	12.9
	0.01
	0.2
	−0.19
	−237
	0.58



	     LoD   Min     
	39.74
	31.1
	0.02
	0.25
	−0.23
	−287.5
	0.70







1 Estimated mass change is equal to the total volume change multiplied by the plot’s soil bulk density of 1.25 g/cm3. 2 The measured sediment delivery of Plot A is 411 kg.
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Table 2. Results from applying the three change detection methods in comparison with the plot measurements for Plot B.






Table 2. Results from applying the three change detection methods in comparison with the plot measurements for Plot B.





	Method
	Area of Significant Change (m2)
	Percentage of Surface Represented (%)
	Volume Added (m3)
	Volume Removed (m3)
	Total Volume Change (m3)
	Estimated Mass Change (kg) 1
	Estimated Mass Change/Measured Sediment Delivery 2





	Las2DoD
	112.36
	83.7
	0.06
	0.36
	−0.30
	−416
	0.63



	M3C2
	14.68
	10.9
	0.02
	0.16
	−0.14
	−198
	0.30



	     LoD   Min     
	46.07
	34.3
	0.03
	0.26
	−0.23
	−320
	0.48







1 Estimated mass change is equal to the total volume change multiplied by the plot’s soil bulk density of 1.39 g/cm3. 2 The measured sediment delivery of Plot B is 664 kg.
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