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Abstract: The traditional approach to the interpretation of spirals observed in radar, optical and
radiometric panoramas of a sea surface is based on equating the outer spiral scale with the scale of a
manifesting eddy, but the validity of this approach has been poorly studied. Using the maximum
cross-correlation (MCC) method for multispectral satellite images containing a spiral structure,
we found a significant discrepancy between the structures of horizontal velocity fields and the
geometrical characteristics of spiral structures in each band. Each velocity field demonstrated a
pair of points of zero velocity with a km-scale difference between their positions in different bands.
In order to describe the observed features, an analytical description of the upper-ocean current
composed of a spiral eddy and of a homogeneous drift (related, in particular, to wind forcing) is
proposed. This simple model states that the spiral characteristics and the position of the spiral center
depend on a drift current even when the genuine characteristics of the marine eddy are fixed. The
studied example shows that the diameter of an eddy core may significantly (2–3 times) differ from the
outer scale of the spiral, which demonstrates the incorrectness of the traditional approach of spiral
structures interpretation.

Keywords: spiral structures; ocean remote sensing; marine eddies; maximum cross-correlation
method; phytoplankton distribution; satellite

1. Introduction

The ability of inhomogeneous currents, in particular, vortex currents, to redistribute
suspended matter, ice floes, surfactants and heated water masses leads to the manifestation
of marine eddies in radar, optical and radiometric high-resolution panoramas of a sea
surface [1,2]. Recent investigations revealed an important role of marine eddies in aspects of
ocean global mixing [3], local mixing affecting biological processes, phyto- and zooplankton
distribution [4–6], global heat and flux exchange [7,8], vertical mixing of the ocean [9,10],
estimation of shelf anthropogenic load [11,12], etc.

The traditional approach to the interpretation of these spiral structures in satellite
images of the ocean upper layer is based on direct equating the outer spiral scale with the
scale of an eddy. For example, in [13–16] the analysis of eddies’ characteristics in a fixed
region (rotation directions, distribution of eddies’ sizes, ratios of the lengths of eddies’ axes)
is based on the interpretation of heterogeneously distributed surfactant films or ice floes
forming spiral structures in radar panoramas of a sea surface. In this case, the eddy diameter
is determined as the mean length of the two quasi-perpendicular sections across the spiral
center, ending at the most distant spiraling line [16]. Moreover, the eddy rotation direction
is determined in correspondence to the direction of the spiral swirl with the assumption of
its convergence [17–19]. This approach is extended to the interpretation of spiral structures
manifestation in different ranges of the electromagnetic spectrum and appears to be the
prevailing method, if not the only one, in the literature. Despite a widespread application
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of this approach, the relation between a field of currents in the upper ocean layer and
the geometrical characteristics of manifesting spirals is poorly studied. The remarkable
facts are that the variation of the observed spirals’ diameters may achieve the order of
magnitude [14,15] and that altimetry data statistics may demonstrate significantly distinct
distribution of eddies’ sizes in a fixed water area (for example, [16]).

Remote sensing methods are applied to retrieve the upper-layer currents along a large
water area without conducting in situ measurements. The application of onshore HF radars
provides the characteristics of the current field of the upper layer, about 0.5 m thick, which is
strongly affected by wind [20]. It should also be noted that the eddies reaching the shelf are
already being affected by the seabed topography. The most common method of measuring
marine currents with scales of tens and hundreds of km is satellite altimetry [17,18,21],
which is characterized by the high accuracy of the obtained dynamic topography (up to
1–2 cm, according to [19]). The velocities of subsurface jet-like flows, oceanic fronts and
mesoscale eddies are retrieved on the grounds of geostrophic approximation [22]. The
accuracy of marine currents determination may achieve the order of cm/s on the scales
of tens of km [23,24], but the efficiency of altimetry methods is geographically limited,
since the geostrophic assumption is invalid in the equatorial band [25]. The retrieval of the
characteristics of mesoscale eddies at polar latitudes is even less available, since the Rossby
radii can be comparable or less than the resolution of the modern altimetry data [26–28].

Another way of retrieving upper ocean currents is based on matching sequential satel-
lite (or aircraft-based) optical or radar sea panoramas. The analyses of shift of brightness
irregularities between the frames provides the horizontal velocity field of upper ocean
currents. In the literature, the most applied methods for such analyses are the Maximum
Cross-Correlation method (MCC) (see [29–36] and the mentioned references) and the opti-
cal flow method [37–40]. The retrieval of currents using these methods may be performed
through the analyses of ice drift [33], brightness temperature or its horizontal gradient
distribution [29,30,37,41], visible upper layer irregularities such as surfactant slicks in the
radar images [42–44], or phytoplankton patterns [39,45].

The MCC algorithm is a block-matching method that determines the similarity be-
tween two sequential image pairs based on cross-correlation coefficients. Justified by the
apparatus of functional analysis, the optical flow method initially stemmed from the com-
puter vision field. Each pixel of the image is characterized by brightness or color, being
unalterable in sequential images. The velocity of each element is determined by the local
displacement of each pixel considering that the velocities of nearby pixels are similar. The
optical flow method is considered to be more reliable and to give higher spatial resolution
than the MCC technique [40], especially for displacements of the order of 1 pixel or less.
However, for greater shifts of elements between the frames, the two methods are in good
agreement [46–48]. The preliminary estimation of an element’s displacements in the fur-
ther discussed case allowed us to conclude that the MCC method characterized by easier
calculations is appropriate for the processing.

The correctness of the horizontal velocity field retrieval using the MCC method is
determined by the time interval between the consecutive observations of the studied area
by satellites or airborne equipment [49,50]; in recent decades, the attainable time delay was
significantly reduced from several hours [29] to the order of minutes [43].

This paper is devoted to the investigation of the relation between the horizontal
structure of upper-ocean eddy currents and their tendency of form spirals, as well as to
the development of an elementary analytical model describing these currents. The novelty
of this investigation is the use of the MCC method for different bands of multispectral
satellite images. Fine velocity fields, describing the inner structure of eddy-related currents,
demonstrate the new peculiarities, and their analytical description is elaborated. The
application of the obtained results to the retrieval of the genuine characteristics of marine
eddies is discussed.
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2. Materials and Methods

In order to obtain the characteristics of the velocity fields associated with marine
eddies, the search of sequential high-resolution images of a sea surface with small time
delay, low cloud coverage (<10%) and manifestation of spiral structures was performed.
Overlapping of multispectral images from the satellites Landsat-8 OLI and Sentinel 2A MSI
taken at small time intervals appeared to regularly occurr over the Baltic Sea; in particular,
such a configuration was found on 25 July 2018 for the Gotland Basin (Figure 1), with the
time of imaging being 9:47:50UTC and 10:04:30UTC respectively. For the bands used in the
study, the spatial resolution of Sentinel 2A Multispectral Instrument (MSI) imaging was
10 m, and that of Landsat-8 Operational Land Imager (OLI) was 30 m; in order to process
the images with the MCC method, the Sentinel image was resampled to the 30 m resolution
by evaluating the mean brightness of groups of pixels.
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Figure 1. Map of satellite imaging of the Baltic Sea on 25 July 2018; blue area: Landsat-8 OLI, green
area: Sentinel 2A MSI. The fragments show the scenes in the green band.

The archived data of wind velocity in the observed region [51] demonstrated that a
few days before the snapshots were taken, the wind velocity was stable, of about 1–2 m/s,
and 6 h before it increased up to 3–4 m/s, had a north-east direction (the wind direction is
shown in Figure 2) and remained stable during the observational period.

The Baltic Sea is characterized by fragmentation into separate basins with signifi-
cantly different depths, salinity values, heating regimes and regimes of water exchange
with the surrounding basins. In the summer months, the optical images of the Baltic
Sea show heterogeneously distributed areas with increased turbidity and phytoplankton
concentration [52].

The MCC technique was utilized to retrieve the horizontal current velocity field. Spiral
bands observed due to increased phytoplankton concentration were used as features whose
displacements were estimated in subsequent satellite optical images with dimensions of
26 × 45 km. To implement the MCC method, sub-images with sizes of 64 × 64 pixels2

(1920 × 1920 m2) were extracted from the initial images so that the centers of neighboring
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sub-images were displaced by 32 pixels in both directions (E–W, S–N). This 50% overlapping
was performed to obtain additional information about the displacements at the boundaries
and angles of each sub-image. The size of the sub-images and the overlapping coefficient
determined the spatial resolution of the retrieved current velocity field. The velocity of each
element was determined by finding the location of the maximum in the cross-correlation
matrix obtained by comparing the subsequent sub-images (see [53]). The images used
for the processing are shown in Figure 2 (images of Sentinel 2A MSI). An ensemble of
Landsat-8 OLI images is not shown, since the difference between each pair of consequent
images was not visually pronounced.
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Figure 2. The studied fragment of the Sentinel 2A MSI scene in different bands. An arrow shows the
wind direction.

The size of a mesh element was determined to meet the requirements of the investiga-
tion of small-scale processes and of the presence of unique irregularities in each element.
Note that the algorithm was focused on the determination of the maximum cross-correlation
in the limited area, so that the maximum displacement corresponded to the element size.
Considering the maximum horizontal velocity of 50 cm/s and the time delay of approxi-
mately 17 min, we estimated a maximum displacement (corresponding to the minimum
element size) of about 500 m. Generally, the MCC technique has limitations for the correct
velocity field retrieval associated with the displacement of a smooth band along itself [44],
but the described spiral bands in Figure 2 are characterized by torn borders with a plenty
of small-scale features (compared to the size of the mesh element), which allowed us to
consider this error to be insignificant. It can be observed in Figure 2 that the concentration
of irregularities significantly varies between the images of different bands and locally in
each image. In order to minimize possible errors and to provide a smooth velocity field
along the whole frame, the element size was finally chosen to be of the order of 2 km.

An example of the cross-correlation function typical for a 1D displacement is shown
in Figure 3. Predominantly, the high amount of brightness irregularities ensured the
substantially pronounced maximum of the cross-correlation function. The velocity in the
mesh element was considered to be determined if the cross-correlation coefficient exceeded
0.5. In order to obtain more “specific” velocity values during the processing, a 3-point
Gaussian subpixel estimation in the vicinity of a maximum value was performed for both
directions of the displacement. Since the spatial discretization of the cross-correlation
function is equal to the pixel size, the final velocity error related to the pixel size can be
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expressed as dVps = 0.5pixelsize/timedelay = 1.5cm/s [54]. The absolute geolocation
error occurring due to the displacement of the land position in images obtained by different
sensors [42] was 0.7 cm/s for the west-east velocity component (here and after denoted
as Vx) and 0.3 cm/s for the south-north component (Vy). This geolocation error was a
systematic one, directed to north-east and remained the same in all bands.
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Figure 3. An example of the 1D cross-correlation coefficient.

In this study, the brightness irregularities present in the images were considered as
passive markers, and the error associated with a possible active motion of phytoplankton
was considered to be negligible, since this motion is mostly vertical and is characterized by
velocities of the order of 10−3–10−2 cm/s [55].

The obtained horizontal velocity field for the green band is shown in Figure 4a. The
first feature observed in the obtained velocity field is the presence of a pair of zero-velocity
points: the first appears as a stable focus attracting spiraling streamlines in its vicinity, the
second one resembles a saddle, attracting streamlines along one direction and repelling
them along another. The velocity fields in the different bands demonstrated a qualitatively
similar behavior.

Generally, the correctness of the application of the MCC method to velocity field
retrieval is limited by the scale of the vertical displacement of water elements, which takes
place between consecutive snapshots. If this displacement is small, one can observe the
same water pattern in both images. To characterize the values of the vertical velocities, a
divergence map is shown in Figure 4b for the green band. The divergence at each point
with coordinates (i, j) was determined as follows:

div
→
V2D(i, j) =

Vx(i + 1, j)−Vx(i− 1, j)
2dx

+
Vy(i, j + 1)−Vy(i, j− 1)

2dy
(1)

where dx = dy = 960 m was a mesh step. The variation of the divergence maps in different
bands was insufficient. According to the maximal value of divergence of 6 × 10−5 1/s
and the assumption of zero vertical velocity at the surface, the vertical displacement can
be estimated as ∆z = Vz · ∆t ≈ 6× 10−5 s−1z× 1000 s ≈ 6× 10−2z, where ∆t is the time
interval between the images, z is the depth of the lower layer boundary. The small order of
the out-of-plane displacement was sufficient to conclude that the application of the MCC
method was correct in the described case ([56] and references herein). Another argument
in favor of this conclusion is based on the high values of the cross-correlation coefficients:
0.83 ± 0.03 in the blue, green and red bands, decreasing to 0.65 in the NIR band.
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Figure 4. Horizontal velocity field obtained using the MCC method (a), map of divergence (b) and
vorticity (c), all for green band. The images depict the positions of zero-velocity points, see the legend.
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These considerations are compliant with the typical time scales of processes affecting
the sea surface state in the observed region. The timespan of submesoscale eddies is of
the order of several weeks (for example, [57]), and the timescales of the upward supply of
matter to the surface by submesoscale eddies is of the order of days [58]. The time scale of
wind-induced upper ocean current modification is at least of the order of several hours [59].
No evidence of internal waves is present in the images; the appearance of ship wakes is
insignificant on the observed scale. In this case, a sharp change of the surface conditions in
17 min is hardly possible.

In Figure 4a, a visual difference between the orientation of the spiral structure fragment
and the velocity direction at each point is observed, especially in the western part of the
image. The map of the vertical component of relative vorticity (Figure 4c) characterizing
the vortex motion in the horizontal plane was determined at each point with coordinates
(i, j) according to

rot
→
V2D(i, j) =

Vy(i, j + 1)−Vy(i, j− 1)
2dx

− Vx(i + 1, j)−Vx(i− 1, j)
2dy

(2)

It showed that the focus-like point was significantly displaced from the center of the
maximum vorticity area. In order to describe the observed features of the velocity fields
and to explain this discrepancy, a simple analytical description is proposed.

3. Analytical Description

Let us describe analytically the structure of a velocity field composed of an axisym-
metric eddy and of a homogeneous drift component [60]. The horizontal streamline is
described in a polar coordinate system (r; θ) whose pole is collocated in an eddy center; the
eddy tangential component is denoted as Vθ , the radial component directed outward the
center is Vr. The streamline equation considering a homogeneous drift component with
modulus W and direction Ψ can be expressed as [61]:

dr
Vr + W cos(ψ− θ)

=
rdθ

Vθ + W sin(ψ− θ)
= dt (3)

where W cos(ψ− θ) is the projection of the drift component on the radial direction, and
W sin(ψ− θ) is on the tangential direction. The equilibrium points of the system of differ-
ential equations obtained from (3) are the points of zero velocity. Their coordinates (r∗, θ∗)
are expressed as {

V2
r (r∗) + V2

θ (r∗) = W2

tan(ψ− θ∗) =
Vθ(r∗)
Vr(r∗)

(4)

Referring to the literature regarding field measurements of currents inside marine
eddies [62–64] and commonly used models for their description [65–67], it can be concluded

that for an individual eddy, the function V(r) =
√

V2
r (r) + V2

θ (r) demonstrates a gradual
growth near the center, achieving the maximum value at distance R (which is commonly
denoted as an eddy core) and then decreasing as the distance from the center increases.

The system (4) provides the conditions for specifying the positions of points where
the velocity related to the vortex motion is balanced with the vector of a drift current.
Depending on the relation between Vmax = V(R) and the drift velocity, the first equation
of (4) may have 0 to 2 roots (Figure 5).
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Let us now define the qualitative behavior of the streamlines in the case of two existing
roots (W < Vmax). The eigenvalues of the matrix of the linearized system (4) in the vicinity
of the equilibrium points are determined by the equation
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Thus, the character of the equilibrium point (r∗, θ∗) is determined by the coefficients:
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In the polar coordinate system for the case of an axisymmetric eddy, −b coincides with
the horizontal velocity field divergence, which is preserved when a homogeneous drift
component is added:

−b = ∇ ·
→
V
∣∣∣∣
r∗

(7)

The first equilibrium point, located on the increasing interval of the function V(r),
gives c > 0. Further analysis reveals the following cases:

(a) b2 > 4c, or
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(b) b2 < 4c, or
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√
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—the point is a focus.

The stability of the first point is determined by the sign of the horizontal velocity
field divergence in the vicinity of this point. Real eddies, as field experiments [63,68]
demonstrate, are characterized by a complex behavior of the radial velocity component. So,
in some cases, with an integrally divergent eddy, the first equilibrium point may be stable,
which corresponds to the converging spiral. Moreover, for a stationary current field, this
point is observed in satellite images as a spiral center. In the case of a small radial velocity,
according to the second equation of (4), the first equilibrium point is shifted in the direction
close to crosswind and, according to Figure 5, this shift can achieve values of the order of R.

The second equilibrium point is characterized by the decreasing interval of V(r), which
leads to c < 0. In this case, the eigenvalues of (5) are real and of opposite signs, thus the point
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is a saddle. An increase of a drift component leads to the merging of points (W = Vmax) into
a saddle node and its further disappearance.

Figure 6 qualitatively demonstrates the difference between the initial velocity field
of a marine eddy and the field consisting of an eddy and an additional homogeneous
current. The equilibrium points are depicted as red and green dots (a focus and a saddle,
respectively). In the first case, a saddle is infinitely distant from the eddy core (see, Figure 5
with W = 0), but an increase of the drift current absolute value leads to the approaching of
the saddle point to the focus point. In the case of a relatively small homogeneous current,
the presence of the saddle point constrains the “capturing properties” of the convergent
eddy, i.e., limits the area of streamlines involved in the formation of spiral structures.
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Figure 6. Horizontal streamlines scheme of the velocity field of a convergent eddy (a) and of
the velocity field consisting of an eddy and a homogeneous drift current directed opposite to the
y-direction (b). Grey area, the eddy core; the red and greed dots depict the positions of a focus and
a saddle.

4. Discussion

The described analytical approach based on a simple model provides some important
conclusions regarding the horizontal dynamics of the upper layer which is affected by
marine eddies and homogeneous (on the scale of eddy) horizontal drift currents:

(1) the geometry of the resulting current streamlines qualitatively differs from the genuine
structure of marine eddies;

(2) the velocity field may demonstrate the presence of a second equilibrium point, i.e.,
the saddle;

(3) the position of the focus/node (which corresponds to the spiral center) depends on
the drift current and may be significantly shifted from the eddy center—up to the
scale of the eddy core.

The features that were predicted by this simple approach, such as the presence of
a pair of equilibrium points (a focus/node and a saddle) in the structure of subsurface
currents, were observed in the velocity fields obtained using the MCC method (green
band—Figure 4a). The four obtained velocity fields demonstrated a qualitatively similar
behavior, but the detailed analysis revealed that the positions of the zero-velocity points
varied in different bands. Figure 7 demonstrates their positions in the region shown by
a black square in Figure 4a. The character distances between the foci in different bands
were the following: NIR/red—150 m, green/blue—390 m, green/NIR—1380 m. The exact
positions of the points with zero velocity, shown in Figure 7, were determined automatically
based on a linear interpolation of the velocity field in the vicinity of their approximate
position. It should also be noted that, since the positions of the points of zero velocity
were determined based on the velocity field, the velocity error determined the spatial error
of these points’ positions. The region with the possible presence of a zero-velocity point
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is defined as the region where the velocity does not exceed the error values. As far as
the geolocation error in different bands remains the same, the relative positions error is
determined only by the stochastic error (dVps = 1.5 cm/s).
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When indicating the distinction between the positions of the points of zero velocity in
different bands, we should also estimate how the geometrical features of satellite imaging
may affect the observation of a point with fixed horizontal coordinates but located at
different depths. According to Figure 1, Sentinel 2A MSI observed the studied fragment
in almost nadir direction—in this case, the geometrical optical error was negligible; the
Landsat-8 OLI altitude was 705 km, the incidence angle of its observation in the studied
area was about 7◦. The obtained geometrical optical error was approximately one-third of
the layer depth, which was of the order of meters. It can be concluded that the obtained
discrepancy between the positions of the points of zero velocity in different bands exceeded
all possible errors.

A result of the analytical description is that the positions of equilibrium points related
to the given marine eddy depended on the additional drift current. The mean velocities
over the entire studied area in all bands are shown in Table 1. An additional analysis
revealed that these mean velocities can characterize a homogeneous large-scale current in
the study area. With a constant mesh step, the averaging region was expanded by adding
5-, 10-, 15-, 20-, 25-km-thick frames at each side of the studied area. The analysis revealed
that the variations of the mean velocity values did not exceed 5% of the initial values in the
cases of 5–20-km-thick frames and increased up to 10–15% for a further expansion.

Table 1. Wavelengths of the studied bands and corresponding mean horizontal velocities.

Band Wavelength
(Landsat-8 OLI), nm

Wavelength
(Sentinel 2A MSI), nm <Vx>, cm/c <Vy>, cm/c

Blue 0.45–0.515 0.448–0.545 −16.4 −7.2
Green 0.525–0.6 0.537–0.582 −14.9 −7
Red 0.63–0.68 0.645–0.683 −16.5 −4.5
NIR 0.845–0.885 0.848–0.883 −18.1 −6.6

According to the analytical description, the genuine velocity field of a marine eddy can
be retrieved by subtracting the homogeneous components. The horizontal velocity fields
obtained after the subtraction of the mean velocities and the positions of the zero-velocity
points are shown in Figure 8, which demonstrates a single center for all bands—the distance
between corresponding points does not exceed 200 m, which is an order less than the mesh
step and the spatial error of point position.



Remote Sens. 2022, 14, 1871 11 of 16

Remote Sens. 2022, 14, x FOR PEER REVIEW 11 of 17 
 

 

Table 1. Wavelengths of the studied bands and corresponding mean horizontal velocities. 

Band Wavelength (Land-
sat-8 OLI), nm 

Wavelength (Sentinel 
2A MSI), nm 

<Vx>, сm/c <Vy>, сm/c 

Blue 0.45–0.515 0.448–0.545 −16.4 −7.2 
Green 0.525–0.6 0.537–0.582 −14.9 −7 
Red 0.63–0.68 0.645–0.683 −16.5 −4.5 
NIR 0.845–0.885 0.848–0.883 −18.1 −6.6 

According to the analytical description, the genuine velocity field of a marine eddy 
can be retrieved by subtracting the homogeneous components. The horizontal velocity 
fields obtained after the subtraction of the mean velocities and the positions of the zero-
velocity points are shown in Figure 8, which demonstrates a single center for all bands—
the distance between corresponding points does not exceed 200 m, which is an order less 
than the mesh step and the spatial error of point position. 

 
Figure 8. Velocity field after the subtraction of the mean drift component (green band); the scales of 
eddy core boundaries with corresponding maximal tangential velocities are indicated by black lines. 

Let us discuss now why the original velocity fields observed in different bands may 
be distinct. It is known that ocean eddies are characterized by a three-dimensional struc-
ture which leads to a vertical water redistribution resulting in irregularities in tempera-
ture, salinity [69,70] and phytoplankton concentration [71,72]. The attenuation of light in 
water significantly depends on the radiation wavelength. Since phytoplankton is distrib-
uted vertically in the upper layer [73], using sea panoramas at different optical bands, we 
may retrieve horizontal velocity fields in layers of different thicknesses. Table 1 describes 
the bands that were used for the MCC processing. For the Baltic Sea waters, significantly 
affected by seasonal eutrophication, variations of the downward attenuation coefficients, 
introduced to characterize the spectral characteristics of the downward irradiance, are 
well studied for wavelengths in the optical range [74–76]. The depths of the observed lay-
ers can be estimated using the inverse attenuation coefficients from [74] with the assump-
tion of a vertically uniform distribution of phytoplankton in the mixed upper layer. The 
estimated depths vary from the order of centimeters (NIR) to 3–4 m (Green band); the 
different channels present different but overlapping layers. 

Figure 8. Velocity field after the subtraction of the mean drift component (green band); the scales of
eddy core boundaries with corresponding maximal tangential velocities are indicated by black lines.

Let us discuss now why the original velocity fields observed in different bands may be
distinct. It is known that ocean eddies are characterized by a three-dimensional structure
which leads to a vertical water redistribution resulting in irregularities in temperature,
salinity [69,70] and phytoplankton concentration [71,72]. The attenuation of light in water
significantly depends on the radiation wavelength. Since phytoplankton is distributed
vertically in the upper layer [73], using sea panoramas at different optical bands, we may
retrieve horizontal velocity fields in layers of different thicknesses. Table 1 describes the
bands that were used for the MCC processing. For the Baltic Sea waters, significantly
affected by seasonal eutrophication, variations of the downward attenuation coefficients,
introduced to characterize the spectral characteristics of the downward irradiance, are well
studied for wavelengths in the optical range [74–76]. The depths of the observed layers can
be estimated using the inverse attenuation coefficients from [74] with the assumption of a
vertically uniform distribution of phytoplankton in the mixed upper layer. The estimated
depths vary from the order of centimeters (NIR) to 3–4 m (Green band); the different
channels present different but overlapping layers.

Since these bands correspond to layers of different thicknesses, we may assume that
the variations of the mean velocities occurred due to the depth-dependent upper ocean
current. There is a source of current depth dependency associated with wind forcing. The
simple estimation of the wind-induced surface current as 3% of the moderate wind velocity
gives approximately 10 cm/s, which is lower than the obtained values of mean horizontal
velocities described in Table 1, which implies the additional effect of a large-scale current of
another origin.

The typical time spans and vertical structure of a sub mesoscale vortex motion in the
ocean may significantly differ from the corresponding characteristics of a homogeneous
current, especially a wind-induced one. This may lead to the observed effect of the discrep-
ancy between the geometrical characteristics of spiral arms and the original velocity fields.
We assumed that in the described case, the spiral was formed in the conditions of a weak
drift current which significantly increased several hours before satellite imaging, according
to the previously described wind data. According to the typical scales and velocities, the
time of spiral formation could be estimated as 40–60 h, and the sharp wind change was not
able to promptly redistribute phytoplankton in compliance with the new velocity field [77].
It can also be interpreted as the effect of the memory of the spiral structure formation. The
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geometry of the retrieved genuine eddy current closely matched the geometrical features
of a spiral structure.

In general, it is possible that the spiral formation proceeds in the presence of a strong
drift current. Thus, despite the presence of a marine eddy, this drift may prevent the
spiral formation or may restrain the scale of the spiral structure due to the appearance of
a saddle point. This effect may cause a significant misinterpretation of the quantity and
scales of eddies, even in the presence of many irregularities such as surfactants, ice floes
or phytoplankton in the upper layer. Further investigation of similar cases of retrieved
velocity components and the search for the patterns of the spiral structure is a perspective
problem whose solution would be applicable for the development of accurate satellite data
interpretation methods.

Finally, Figure 8 demonstrates the scale of an eddy core defined as the area of increased
vorticity and maximal tangential velocities of eddy motion in each transect. It can be seen
that the diameter of the eddy core was 2–3 times smaller than the outer scale of the spiral;
this case clearly illustrates the incorrectness of a common approach based on direct equating
the spiral scale with the eddy scale. On the contrary, the described technique, based on the
MCC method and its interpretation, enable to separate the eddy velocity components and
to estimate their genuine characteristics with high accuracy.

The conclusion that the location of the rotation center may depend on the value
of a large-scale non-vortex current of any origin appears to be confusing, especially for
depth-dependent homogeneous currents. Despite the consecutive analyses of the features
observed in the velocity fields through the use of the MCC method for multispectral images,
the described effect is required to be confirmed statistically and by in situ measurements.

The statistical confirmation of the described effects by using the correlational methods
of remote sensing data processing is limited by numerous reasons:

(1) the manifestation of marine eddies due to algae bloom is a seasonal effect;
(2) the study of regions with an extensive phytoplankton blooming is required;
(3) focus on deep-sea eddies not affected by ocean bathymetry is required;
(4) high-resolution images are required to observe small-scale inner structure of the

upper-ocean velocity field;
(5) according to our estimations, in order to observe the described features and to ade-

quately apply the MCC method, the time intervals between the images should not
exceed the order of 0.5–1 h; these coupled observations are quite rare;

(6) even if the described conditions are fulfilled, the cloud coverage should be low in
order not to affect the results of ocean surface observations.

Despite the discussed challenges, an increasing amount of available high-resolution
satellite data provides the perspective of collecting evidence of the described effects.

Further confirmation can be obtained by in situ measurements and their combination
with satellite data. The most common instruments for measuring currents in real sea condi-
tions are submerged or floated Lagrangian buoys and current profilers (Acoustic Doppler
Current Profiler, for example). The most well-known international project of the ocean
dynamics investigation with buoys is the “Argo” project [78], which is focused on studying
the large-scale processes. The distribution of “Argo” buoys is significantly inhomogeneous,
which imposes restrictions on the investigation of local processes in numerous regions
with sparse coverage [79]. However, other types of buoys used for the investigation of
local water dynamics are also described in the literature (for example, [80,81]). The direct
measurements of eddy currents may be performed with a net of stationary current pro-
filers installed in water areas with a well-developed infrastructure or by using onboard
measurements of currents along several transects.

There are two general ways of satellite data validation using in situ measurements.
The first one implies measurements of ADCP and conductivity-temperature-depth (CTD)
Sonde with an optical algae probe combined with several satellites overpasses in order to
implement the MCC technique. The more possible way is based on field measurements of a
shallow ADCP combined with a single satellite image. In this case, ADCP can be used not
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only to obtain the velocity field but also to measure acoustic backscattered signal intensity,
which increases when the concentration of phytoplankton increases. This allows extracting
the regions with an increased phytoplankton concentration, which correspond to the spiral
arms in field conditions.

Such experiments are difficult to conduct due to their complexity and the irregularity
of eddies’ appearance, but the opportunities of using real-time satellite data, which are
being extended in recent years, may help to promote such investigations and to demonstrate
the described effects with field measurements.

The most effective approach to the development of oceanographic investigations is
to combine the results of field observations, analytical description and numerical simula-
tions [82], particularly, based on big data and machine learning techniques.

5. Conclusions

The MCC method was used to process a pair of multispectral satellite images of
spiral structures in different bands (blue to NIR) with a small-time interval between them
(of about 17 min) in order to simultaneously investigate the fine structure of velocity fields
in the upper layers. The obtained horizontal velocity fields were qualitatively similar and
demonstrated the presence of peculiarities appearing as a stable focus and a saddle for all
bands, but the distances between similar points of zero velocity in different bands reached
values of the order of 1–2 km. In order to explain this discrepancy, a simple analytical
model, which described the upper-layer velocity field composed of an axisymmetric spiral
eddy and a homogeneous drift current, was proposed. For an eddy whose horizontal
velocity was characterized by growth inside the eddy core and a decrease outside of it,
it was shown that a resulting current can lead to the appearance of two equilibrium points.
For the stationary velocity fields, the first point—a focus or a node—appears as a spiral
center. The second equilibrium point localized outside of an eddy core was a saddle. This
simple model described the zero-velocity points observed in the retrieved velocity fields
and the difference between their positions in different bands through the depth dependency
of the mean upper-layer current. Since the time of spiral formation significantly exceeded
the timescale of wind drift development, this approach also explained the significant
discrepancy between the characteristics of the velocity field and the geometry of the spiral
structure observed in the studied case. The subtraction of the corresponding mean drift
components from the entire velocity fields led to the merging of the stable foci into a joint
center. It was shown that the diameter of an eddy core can be 2–3 times smaller than the
outer scale of the spiral. The observed case demonstrated the incorrectness of the approach
based on direct equating the outer spiral scale with the scale of an eddy.
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