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Abstract: Concerning the ever-changing wetland environment, the efficient extraction of wetland
information holds great significance for the research and management of wetland ecosystems. China’s
vast coastal wetlands possess rich and diverse geographical features. This study employs the Seg-
Former model and Sentinel-2 data to conduct a wetland classification study for coastal wetlands in
Yancheng, Jiangsu, China. After preprocessing the Sentinel data, nine classification objects (construc-
tion land, Spartina alterniflora (S. alterniflora), Suaeda salsa (S. salsa), Phragmites australis (P. australis),
farmland, river system, aquaculture and tidal falt) were identified based on the previous literature
and remote sensing images. Moreover, mAcc, mIoU, aAcc, Precision, Recall and F-1 score were
chosen as evaluation indicators. This study explores the potential and effectiveness of multiple
methods, including data image processing, machine learning and deep learning. The results indicate
that SegFormer is the best model for wetland classification, efficiently and accurately extracting small-
scale features. With mIoU (0.81), mAcc (0.87), aAcc (0.94), mPrecision (0.901), mRecall (0.876) and
mFscore (0.887) higher than other models. In the face of unbalanced wetland categories, combining
CrossEntropyLoss and FocalLoss in the loss function can improve several indicators of difficult cases
to be segmented, enhancing the classification accuracy and generalization ability of the model. Fi-
nally, the category scale pie chart of Yancheng Binhai wetlands was plotted. In conclusion, this study
achieves an effective segmentation of Yancheng coastal wetlands based on the semantic segmentation
method of deep learning, providing technical support and reference value for subsequent research on
wetland values.

Keywords: deep learning; semantic segmentation; SegFormer; coastal wetland; remote sensing
images; machine learning

1. Introduction

The coastal wetland serves as an intermediary zone connecting marine and terrestrial
ecosystems. It encompasses a vast expanse of coastal regions, intertidal areas and various
aquatic environments, such as river systems, estuaries, salt marshes and sandy beaches. As
a region of exquisite intricacy and ecological sensitivity, it undergoes profound influences
from both the vast sea and the adjoining land. When it comes to the assessment of ecological
service value, wetland ecosystems triumph over other ecosystems, such as oceans and
forests. The second national wetland resources survey reveals that wetlands encompass a
notable 5.58% of China’s territory, with coastal wetlands alone constituting 10.85%. While
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the coastal wetland occupies less than 1% of the entire country’s land area, it plays a vital
role in purifying polluted water, mitigating floods, minimizing the dangers of storm surges
and hurricanes, and providing a favorable natural environment.

The assessment of ecosystem service value serves as a pivotal bridge connecting
ecosystem research and management decision-making. Its primary objective is to com-
prehensively comprehend the current status and dynamic trends of ecosystem services.
The creation of a wetland map plays a crucial role in establishing the indispensable
spatial and geographical foundation for the quantitative evaluation and calculation of
wetland ecological service value. It also facilitates a comprehensive understanding of the
position and function of coastal wetlands within the broader ecosystem, encompassing
factors, such as hydrological characteristics and species diversity. Furthermore, the
generation of a wetland map provides fundamental data and information support for the
delineation of wetland protection zones and the implementation of wetland protection
and restoration measures. This invaluable resource enables decision-makers to holisti-
cally consider the ecological value of wetlands and averts the destruction and wastage
of valuable wetland resources.

High-resolution remote sensing images encompass a diverse array of distinctive at-
tributes, spanning spectral, size, structure, shape, geometric factors, layout and other
relevant characteristics. The spectral characterization of these images results in heightened
spectral variation among similar features, reduced inter-class variation and an amplification
of homospectral and heterospectral phenomena. As a consequence, the classification of
high-resolution remotely sensed imagery has become increasingly intricate. The advance-
ments in remote sensing technology have made a substantial impact on wetland research,
offering an effective means to assess, monitor and manage wetland ecosystems. This
technology facilitates the acquisition of high-resolution, multi-temporal and multi-spectral
remote sensing image data specifically tailored to wetlands. By combining digital image
processing with machine learning techniques, the automatic extraction and analysis of wet-
land vegetation, hydrological patterns, soil characteristics and meteorological information
can be accomplished. This integration significantly enhances the efficiency and precision of
obtaining valuable wetland information.

Traditional wetland extraction methods primarily employ manual visual interpretation
techniques. This approach involves professionals acquiring specific target feature informa-
tion on remote-sensing images through direct judgment or with the assistance of auxiliary
interpretation instruments. For example, grayscale co-occurrence matrix [1], normalized
difference index and scale invariant feature transformation are used [2]. The task of visual
interpretation can be both arduous and time-consuming for those who interpret images.
In addition, the quality of interpretation is limited by the interpreters’ experience and
knowledge of the area while the time required for information acquisition can be lengthy.
For these reasons, visual interpretation is not a suitable method for independent monitoring
of wetlands on a larger spatial scale. To address this issue, some scholars have taken steps
to improve upon this method. Aaron Judah et al. [3] proposed a method to improve wet-
land classification based on multi-source remote sensing data. Sam Jackson et al. [4] used
hyperspectral and lidar data to analyze coastal wetland vegetation. M. Amani et al. [5–7]
used Google satellites to classify the wetlands.

As computer technology continues to advance and the use of multiple sources of
data becomes increasingly prevalent, machine learning algorithms based on probabilistic
statistics are supplanting traditional supervised and unsupervised classification methods as
a more effective means of wetland classification. U. Maulik et al. [8] used semi-supervised
SVM to classify wetland remote sensing images. Kazi Rifat Ahmed et al. [9] proposed a new
method of wetland classification using optical index and machine learning. B. Fu et al. [10]
mapped wetland vegetation with object- and pixel-based random forest algorithms. J.
Munizaga, Ali Gonzalez-Perez and Ricardo Martínez Prentice [11–13] classified wetlands
using machine learning and high-resolution imagery. Zou and Li [14,15] used landsat8
satellite imagery to achieve wetland classification. Tian et al. [16] used random forest to



Remote Sens. 2023, 15, 3714 3 of 21

classify the vegetation of wetlands in arid areas of Xinjiang. L. F. Ruiz et al. [17–21] used
Sentinel-1 images to classify wetland types.

Traditional classification methods based on spectral features, such as the maximum
likelihood method, the minimum distance method and the K-mean clustering method,
have suffered from reduced accuracy. Shallow learning algorithms, such as support vector
machines and neural networks, are limited in their ability to effectively express complex
functions and have restricted computational units. As the number of training samples and
sample types increases, shallow models become ineffective in achieving desired classifica-
tion results.

In recent times, deep learning algorithms have emerged as a promising approach for
wetland information extraction, owing to their ability to abstract high-level features of
images and efficiently reduce dimensionality. This development has been made possible
by the advancements in image pattern recognition and artificial intelligence technology.
B. Hosseiny et al. [22] proposed a spatiotemporally integrated deep learning model for
wetland classification. Ali Jamali et al. [23–25] used Sentinel-1 and Sentinel-2 data to classify
wetlands through Swin Transformer. Xingwei He et al. used Swin Transformer Embedding
UNet for semantic segmentation of remote sensing images [26]. Z. Lv et al. used simple
reading UNet for remote sensing image change detection [27]. Atharva Sharma et al. [28]
applied a block-based convolutional neural network to extract roads and buildings from
high-resolution remote sensing images simultaneously. Xin Li et al. [29] proposed a se-
mantic segmentation network with dual attention depth fusion for large-scale satellite
remote sensing images. Asif Raza et al. [30] used UNet++ to realize the change detection
of high-resolution remote sensing images. Emmanuel Maggiori et al. [31] classified large-
scale remote sensing images by the convolutional neural network. Transformer is a deep
learning architecture commonly used in the field of natural language processing. It has also
achieved some success in computer vision, which also includes the classification of some
remote-sensing images [32–35].

The Yancheng Binhai Wetland, located in Jiangsu Province, stands as the first Binhai
Wetland World Natural Heritage Site in China. In this piece of literature, we designate
this area as our study site and employ Sentinel-2 to obtain high-resolution remote sensing
data. We also utilize the SegFormer model, which is based on transformer architecture, to
facilitate our wetland classification study. The contributions of our research are as follows:
(1) We identify a set of feature variables that are suitable for the classification of coastal
wetlands within China. (2) We summarize existing research and propose a comparative
experimental method that can be applied to the classification of coastal wetlands. (3) We
accomplish the semantic segmentation of coastal wetlands situated in Yancheng. (4) We put
forward a loss function that combines CE_Loss and FocalLoss to address the commonly
encountered issue of class imbalance in wetlands. This approach enhances the classification
accuracy and generalization ability of our model. (5) We create a pie chart, which depicts
the class proportions of coastal wetlands in Yancheng, for future wetland value research
calculation, facilitating it as a point of reference.

2. Study Area and Data Preprocessing
2.1. Study Area

Yancheng Wetland is situated in the eastern coastal region of Jiangsu Province, China,
as depicted in Figure 1. This wetland is the largest coastal wetland on the west coast of the
Pacific Ocean and the edge of the Asian continent, with a sprawling area of approximately
4533 km2. It constitutes 7/10 of the total mudflat area in Jiangsu Province and 1/7 of the
nation’s total mudflat area. This wetland has been included in the World Key Wetlands
List and is renowned as the “Wetland Capital of the East”. Yancheng coastal wetlands are
chiefly located in the middle of the coast of northern Jiangsu Province, spanning the coastal
regions of Ringshui, Binhai, Sheyang, Dafeng and Dongtai County. These wetlands can be
found between 32◦32–34◦25 north latitude and 119◦55–121◦50 east longitude. The coastline
of Yancheng extends 580 km, accounting for 2/3 of the entire coastline of Jiangsu Province,
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and the coastal mudflats cover an area of 4500 km2. Based on preliminary calculations, the
wetland area of Yancheng covers about 20% of the entire area of Yancheng, and it features
two national key nature reserves. Yancheng wetlands are classified under the subtropical
monsoon climate zone, experiencing hot and rainy summers and cold and dry winters. The
average annual temperature ranges from 15–17◦, and the annual precipitation amounts to
roughly 1000 mm. Owing to tidal action, the mudflats within the area are continuously
being silted up, resulting in the formation of a coastal wetland plain that is home to a
diverse range of wetland types. The primary types of wetland vegetation cover include
reeds, sod and rice grass.
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Figure 1. Yancheng Coastal Wetland, Jiangsu Province, China.

2.2. Data Collection

This study utilizes remote sensing images from the Sentinel-2 satellite of the Coper-
nicus Data Centre of ESA, captured in August and September, as the data source for the
Binhai wetland in Yancheng, Jiangsu Province. Sentinel-2 provides high spatial resolu-
tion (10 m) and multiple bands (13 bands) of data, encompassing vegetation, soil and
water cover, inland waterways and coastal areas. For this research, remote sensing images
captured during the summer season were selected. This choice was made because the
hydrological characteristics of coastal wetlands are more distinct during this period, and
the color variations of different wetland vegetation types in remote sensing images are
more evident. These factors aid in manual visual labeling and other related tasks. Figure 2
presents an overview of the complete data processing procedure. We used software, such as
SNAP and ENVI, to preprocess the source Sentinel data. This involved a sequential process
of atmospheric correction, resampling, band synthesis and vector cropping to obtain the
initial processed remote sensing images.



Remote Sens. 2023, 15, 3714 5 of 21Remote Sens. 2023, 15, x FOR PEER REVIEW 5 of 21 
 

 

 
Figure 2. The flow chart of data processing. 

As previously mentioned, we utilized snap and envi software to preprocess the source 
Sentinel data for this study. Atmospheric correction, resampling, band synthesis and vec-
tor cropping were sequentially employed to obtain the preliminary processed remote 
sensing images. 

2.3. Wetland Classification 
The concept of wetlands is comprehensive, encompassing natural or artificial, permanent 

or temporary marshes, peatlands or water areas, static or flowing, and can contain freshwater, 
brackish or saltwater bodies, including waters up to 6 m deep at low tide. Wetlands can be 
classified into various types, which can be broadly categorized into natural and artificial wet-
lands. For this study, we developed a wetland classification system by integrating previous 
research and utilizing existing satellite images. As presented in Table 1, the wetland classifica-
tion system comprises eight types of wetlands, including Construction land, S. alterniflora, 
S. salsa, P. australis, Farmland, River system, Aquaculture and Tidal flat. 

Table 1. Wetland classification criteria. 

First 
Classification 

Secondary 
Classification 

Remote Sensing 
Image 

Geometric Feature 

Natural wetland S. alterniflora 
 

Green, single texture, redun-
dancy and continuity 
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As previously mentioned, we utilized snap and envi software to preprocess the
source Sentinel data for this study. Atmospheric correction, resampling, band synthesis
and vector cropping were sequentially employed to obtain the preliminary processed
remote sensing images.

2.3. Wetland Classification

The concept of wetlands is comprehensive, encompassing natural or artificial, perma-
nent or temporary marshes, peatlands or water areas, static or flowing, and can contain
freshwater, brackish or saltwater bodies, including waters up to 6 m deep at low tide.
Wetlands can be classified into various types, which can be broadly categorized into natural
and artificial wetlands. For this study, we developed a wetland classification system by
integrating previous research and utilizing existing satellite images. As presented in Table 1,
the wetland classification system comprises eight types of wetlands, including Construction
land, S. alterniflora, S. salsa, P. australis, Farmland, River system, Aquaculture and Tidal flat.

2.4. Production of Data Sets

For this study, we utilized Sentinel-2 satellite images with a resolution of 10 m. The
Yancheng Binhai wetland is distributed along the coastline as a whole and has a strip shape
with a size of 14,516× 20,956. We initially cropped the large image into 10 images with a size
of 2922 × 2247, based on the strip distribution characteristics of the wetland. Additionally,
we manually labeled the images through visual inspection, in accordance with the wetland
classification system mentioned previously. The specific categories corresponding to colors
are presented in Table 2.
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Table 1. Wetland classification criteria.

First
Classification

Secondary
Classification

Remote Sensing
Image Geometric Feature

Natural wetland

S. alterniflora
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shape with a size of 14,516 × 20,956. We initially cropped the large image into 10 images 
with a size of 2922 × 2247, based on the strip distribution characteristics of the wetland. 
Additionally, we manually labeled the images through visual inspection, in accordance 
with the wetland classification system mentioned previously. The specific categories cor-
responding to colors are presented in Table 2. 

Table 2. Wetland Category Colors. 

Class Name Color 
Color Channel 

(R, G, B) 
Color Channel 

(Gray) 
Construction land red 200, 0, 0 1 

S. alterniflora gold yellow 250, 200, 0 2 
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2.5. Data Enhancement and Data Filtering 
Our dataset comprises images in four bands, namely red (0.63–0.69 µm), green (0.52–

0.59 µm), blue (0.45–0.52 µm) and near-infrared (0.77–0.89 µm). We generated true color 
synthetic images and NIR synthetic images by utilizing different band combinations. To 
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Table 2. Wetland Category Colors.

Class Name Color Color Channel
(R, G, B)

Color Channel
(Gray)

Construction land red 200, 0, 0 1
S. alterniflora gold yellow 250, 200, 0 2

S. salsa olive 200, 200, 0 3
P. australis lime green 150, 250, 0 4
Farmland green 0, 200, 0 5

River system blue 0, 0, 200 6
Aquaculture light blue 0, 150, 200 7

Tidal falt deep pink 200, 150, 150 8
Background white 255, 255, 255 0

2.5. Data Enhancement and Data Filtering

Our dataset comprises images in four bands, namely red (0.63–0.69 µm), green
(0.52–0.59 µm), blue (0.45–0.52 µm) and near-infrared (0.77–0.89 µm). We generated true
color synthetic images and NIR synthetic images by utilizing different band combinations.
To enhance the training speed of our dataset, we converted RGB three-channel labels into
single-channel labels and employed grayscale maps as the labels for training. Figure 3
displays our trained remote-sensing images and the corresponding labels.
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In the literature [36–39], the authors have shown that image cropping can improve the
local effect of prediction. To augment the dataset, we initially apply random zooming and
rotation/flip operations to the images in the dataset, followed by random cropping based
on sizes of 128 × 128, 256 × 256, and 512 × 512. Additionally, we exclude images with
excessive background and retain those containing some boundary information, ultimately
accumulating 15,443 samples, which we subsequently adjust to a uniform size of 512 × 512.
We partition the entire dataset into a training set, validation set, and test set in a 7:1:2 ratio,
resulting in the final dataset.

3. Method
3.1. Model

Enze Xie et al. introduced the SegFormer model in 2021, which is an image seg-
mentation model based on Transformers [40]. In contrast to conventional convolutional
neural networks, SegFormer exhibits superior scalability and adaptability by employing
multiple layers of Transformer encoders for feature learning. By conducting multi-layer
feature extraction and employing context awareness of images, SegFormer can profi-
ciently comprehend the semantic information in images, and thus, generate precise
segmentation outcomes.

SegFormer comprises two primary modules, as illustrated in Figure 4. The first module
is a hierarchical Transformer encoder that generates both high-resolution coarse features
and low-resolution fine features. The second module is a lightweight ALL-MLP decoder
that fuses these multi-level features to generate the final semantic segmentation masks.
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3.1.1. Encoder

The primary component of the encoder is a multi-layer transformer block. The Trans-
former module within the encoder, known as MiT, utilizes the overlap patch embeddings
(OPE) structure for feature extraction and downsampling of the input image. The resulting
features are then fed into the Multi-headed Self-attention layer and the Mix-FFN layer. Let
us elaborate on these aforementioned structures.

3.1.2. Overlapped Patch Embeddings

In the SegFormer architecture, the overlap patch embedding module is utilized to
extract image features. This module partitions the input image into multiple overlapping
patches and generates an embedding vector for each of them. The overlap region between
adjacent patches provides a broader perceptual field for capturing more contextual in-
formation while preserving the local information of each patch. This approach reduces
information loss and mitigates the issue of boundary artifacts, thereby enhancing the
robustness and generalization capability of the model.

3.1.3. Overlapped Patch Merging

In SegFormer, the Overlapped Patch Merging (OPM) technique is utilized to merge
overlapping patches into a complete image. This module is inspired by ViT and is designed
to combine non-overlapping images or feature blocks in ViT. Chunking may produce
boundary effects, resulting in segmentation outcomes with discontinuous regions due to
the absence of shared information between cropped blocks. Therefore, OPM leverages
an overlapping patch merging process to eliminate these discontinuous edges by fusing
adjacent blocks with similar or identical category labels to ensure spatial semantic coherence.
The module can be implemented using a convolutional layer with Kernel = 7, Stride = 4
and Padding = 3.

3.1.4. Efficient Self-Attention

Efficient Self-Attention is a lightweight self-attention mechanism utilized for pixel-
level feature extraction. In comparison to the conventional Self-Attention approach, it
minimizes the computational load and number of parameters, thereby improving the
model’s efficiency during runtime and mitigating the issue of overfitting.

In the original multi-head self-attention process, each of the heads Q, K, V has the
same dimensions N × C, where N = H ×W is the length of the sequence, the self-attention
is estimated as:

Attention(Q, K, V) = So f t max(
QKT
√

dhead
)V (1)

where Q is the query vector, K is the key vector and V is the value vector. dhead is the
latitude size of each vector, and Softmax is a normalization function.

The traditional Self-Attention needs to calculate the similarity matrix between any
two positions during the computation, and the computational complexity of this process is
O (N2), which generates a large computation and memory occupation and cannot satisfy
the input of large-resolution images. To reduce the complexity, ESA adopts an idea similar
to local attention and introduces the approximate ratio R to approximate the length of the
input sequence.

K̂ = Reshape(
N
R

, C · R)(K) (2)

K = Linear(C · R, C)(K̂) (3)

where Reshape function converts K into a sequence of N
R ∗ (C− R) shapes, Linear trans-

forms K̂ linearly and finally gets K of dimension N
R ∗ C. The complexity of the ESA mecha-

nism is reduced from O
(

N2) to O
(

N2

R

)
. In the 4 stages of the model, R is set as (64,16,4,1).
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3.1.5. Mix-FFN

Conventional Vision Transformer (ViT) uses Position Encoding (PE) to introduce
position information. However, the resolution of PE is fixed. Therefore, when the test
resolution and the training resolution are different, the position encoding needs to be
interpolated, but it often leads to a decrease in accuracy. The Mix-FFN, the structure used
in SegFormer, is shown in Figure 5. It takes into account the effect of zero padding on
the leaked position information and uses 3 × 3 Conv directly in the feedforward network
(FFN), whose equation is shown below.

Xout = MLP(GELU(Conv3×3(MLP(Xin)))) + Xin (4)

where Xin is the feature from the self-attention module. Mix-FFN mixes a 3× 3 convolution
and an MLP into each FFN.
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3.2. Lightweight All-MLP Decoder

The Lightweight All-MLP Decoder is a compact decoder that processes the feature
maps generated by the encoder output to obtain the final semantic segmentation outcome.
This decoder has a reduced number of parameters, and the multi-level Transformer Encoder
can obtain a broader perceptual field than the conventional CNN Encoder.

The proposed All-MLP decoder consists of four main steps. First, multi-level features
Fi from the MiT encoder go through an MLP layer to unify the channel dimension. Then, in
a second step, features are up-sampled to 1/4th and concatenated together. Third, an MLP
layer is adopted to fuse the concatenated features F. Finally, another MLP layer takes the
fused feature to predict the segmentation mask M with a H

4 ×
W
4 × Ncls resolution, where

Ncls is the number of categories. The formula is shown below.

F̂i = Linear(Ci, C)(Fi), ∀i (5)

F̂i = Upsample(
W
4
× W

4
)(F̂i), ∀i (6)

F = Linear(4C, C)
(
Concat

(
F̂i
))

, ∀i (7)

M = Linear(C, Ncls)(F) (8)

where M refers to the predicted mask and Linear(Cin, Cout)(·) refers to a linear layer with
Cin and Cout as input and output vector dimensions, respectively.

3.3. Model Training

In this experience, the gradient descent algorithm with momentum (Adam with
weight decay, adamw) is chosen as the optimization algorithm for model training, and
the model parameters are updated by minimizing the difference between the predicted
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and real features until the loss function reaches the minimum value. The momentum
gradient descent method borrows the concept of momentum in physics when updating the
parameters so that the update of parameters not only depends on the currently calculated
gradient information but also takes into account the gradient information of the previous
update steps. By using the exponentially weighted momentum mt to replace the original
gradient gt for updating the model parameters, the model can avoid the oscillation problem
during the training process and speed up the training of the model. mt and the parameter
update are calculated as shown in Equations.

mt = β1mt−1 + (1 − β1)gt (9)

vt = β2vt−1 + (1− β2)gt
2 (10)

where gt is the gradient of the current step. mt is the first-order moment estimate of
the gradient. vt is the second-order moment estimate of the gradient. β1 and β2 are the
corresponding exponential decay rates, respectively.

m̂t =
mt

1− (β1)
t (11)

v̂t =
vt

1− (β2)
t (12)

αt =
η√

v̂t + ε
(13)

where η is the initial learning rate. ε is a very small constant to avoid the error of dividing
by zero.

wt+1 = wt − αt(m̂t + λwt) (14)

where λ is the weight decay factor.
The deep learning server used in this study had a specific hardware and software

configuration, which is detailed in Table 3. To ensure consistency, other experimental
parameters were standardized, as shown in Table 4, to evaluate the models’ performance
on the dataset. The momentum descent algorithm with gradient was utilized, and the
adamw optimizer, which incorporates the weight decay mechanism, was found to be faster
and more accurate than other gradient descent algorithms with minimal human interven-
tion. The CrossEntropyLoss function was used as the loss function for the experiments.
Additionally, a preheating mechanism was implemented to compare the strengths and
limitations of each model by setting the maximum Epoch to 70.

Table 3. The environment of the experiment.

GPU Video Memory Operating System Language

NVIDIA GeForce RTX 3090 24 G Linux Python 3.9

CPU Random Access Memory Deep Learning Framework Cuda

Random Access Memory Intel
(R) Xeon (R) Gold 6330 60 Pytorch 1.7.0 Cuda 11.0
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Table 4. Network parameters of the considered architectures.

Optimizer Momentum Learning
Rate (LR)

LR
Scheduler

Weight
Decay Loss Function Warmup

AdamW 0.9 0.0001 Polynomial
decay 0.01 CrossEntropyLoss linear

Warmup
Iters

Warmup
Ratio Iters Batch Size Max Epoch Validation

Frequency

1500 1 × 10−6 29,190 8 70 Each epoch

3.4. Evaluation Metrics

To assess the semantic segmentation performance, we employed several widely-used
metrics, including Mean Accuracy (mAcc), Overall Accuracy (Acc) and Mean Intersection
over Union (mIoU).

mAcc =
1
n

n

∑
i=1

TPi
TPi + FPi

(15)

aAcc =

n
∑

i=1
TPi

n
∑

i=1
(TPi + FNi)

(16)

where n is the total number of categories, TPi is the number of samples that the model
predicts as class i and are truly labeled as class i, FNi is the number of samples that are
class i but are wrongly predicted as other classes and FPi is the number of samples that the
model predicts as class i for all other classes.

mIoU =
1

k + 1

k

∑
i=0

pii
k
∑

j=0
pij +

k
∑

j=0
pij − pii

(17)

where pii represents the number of pixels predicted by category i to category i. k + 1 is
the total number of categories, and pij is the number of pixels predicted by category i to
category j.

The precision, recall, F1-score and intersection over union (IoU) metrics are used to
further evaluate the performance of various models on the test data set, which is calculated
as follows.

Precision =
TP

TP + FP
(18)

Recall =
TP

TP + FN
(19)

F1-score = 2× Precision× Recall
Precision + Recall

(20)

where TP denotes the true positives, FP denotes the false positives and FN denotes false
negatives. Based on these three metrics, we applied independent test set data to evaluate
the performances with different models and different loss functions.

4. Experiments and Results
Results with Different Models

The same set of parameters was utilized on the test set to evaluate the performance
of the models, and the results are depicted in Figure 6. SegFormer exhibited superior
accuracy and robustness in multi-categorical semantic segmentation, as evidenced by
its curve (yellow) outperforming other models across all metrics. At specific points, the
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SegFormer model achieved a mean Intersection over Union (mIoU) of 0.81, mean Accuracy
(mAcc) of 0.87, and average Accuracy (aAcc) of 0.94. In contrast, the Unet model (orange)
demonstrated poorer performance across various metrics.
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Figure 7 shows the refined metrics of SegFormer for each class. As illustrated in Fig-
ure 7a, the model converges at approximately epoch 80. Figure 7b showcases some varia-
tions in the prediction outcomes for different categories, with construction land, s.alterni-
flora and farmland exhibiting beĴer prediction results, with an IoU close to 90%. The river 
system’s prediction effect is not satisfactory, with an IoU of about 40%. Figure 7c indicates 
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Figure 6. Comparison of the metrics of various models in model training (one validation per epoch).
(a) The graph of mIoU. (b) The graph of mAcc. (c) The graph of aAcc.

Figure 7 shows the refined metrics of SegFormer for each class. As illustrated in
Figure 7a, the model converges at approximately epoch 80. Figure 7b showcases some
variations in the prediction outcomes for different categories, with construction land,
s.alterniflora and farmland exhibiting better prediction results, with an IoU close to 90%.
The river system’s prediction effect is not satisfactory, with an IoU of about 40%. Figure 7c
indicates that the overall prediction performance is good, with minor fluctuations in the
Acc curve but in an upward trend. The accuracy of most categories can reach 90%, with the
river system being the least accurate, with an accuracy of 50%.
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To further assess the model’s classification effectiveness, Precision, Recall and F1-score
were selected, and the final test results on the test dataset are presented in Table 5. The
table illustrates different prediction effects for each class, with significant differences in the
indices for each model. SegFormer demonstrates the highest mPrecision (0.901) and the
lowest (0.754), the highest mRecall (0.876) and the lowest (0.642), and the highest mF1-score
(0.887) and the lowest (0.632). These results indicate that SegFormer is the optimal model
for remote sensing wetland classification, accurately identifying various categories of pixels
and exhibiting better recognition of the shape and contour of the target object with high
accuracy and consistency. Most categories achieved good results across all metrics in each
model, but a few classes exhibited poor prediction results. Among the nine categories,
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the river system consistently had low indices, with the highest Recall being only 0.549.
Therefore, the river system proves to be a challenging category in wetland classification.

Table 5. The comparison between various models in terms of Precision, Recall and F-1 score
(CL = Construction land, S. alterniflora = S.a, S. salsa = S.s, P. australis = P.a, Farmland = F, River
system = RS, Aquaculture = A, Tidal falt = T, Background = B, mRecall = MR, mPrecision = MP
and mF-score = MF).

Model CL S.a S.s P.a F RS A T B MP MR MF

Deeplabv3+ 0.859 0.843 0.850
Precision 0.716 0.881 0.848 0.913 0.927 0.626 0.962 0.937 0.919

Recall 0.727 0.897 0.762 0.910 0.946 0.507 0.954 0.945 0.935
F-1 score 0.722 0.889 0.803 0.911 0.937 0.560 0.958 0.941 0.927

Unet 0.837 0.798 0.826
Precision 0.698 0.875 0.805 0.870 0.866 0.744 0.875 0.926 0.928

Recall 0.746 0.840 0.745 0.817 0.869 0.524 0.942 0.824 0.933
F-1 score 0.721 0.857 0.774 0.843 0.867 0.618 0.908 0.872 0.930
SegNext 0.754 0.672 0.695
Precision 0.574 0.764 0.552 0.799 0.834 0.616 0.890 0.885 0.872

Recall 0.342 0.730 0.555 0.679 0.903 0.164 0.904 0.873 0.901
F-1 score 0.429 0.746 0.554 0.734 0.867 0.259 0.897 0.879 0.886

SegFormer 0.901 0.876 0.887
Precision 0.791 0.924 0.917 0.923 0.948 0.745 0.968 0.957 0.933

Recall 0.781 0.929 0.841 0.947 0.956 0.541 0.970 0.960 0.965
F-1 score 0.786 0.926 0.877 0.935 0.952 0.627 0.969 0.959 0.948

FCN 0.892 0.870 0.879
Precision 0.798 0.910 0.904 0.921 0.937 0.729 0.971 0.946 0.908

Recall 0.751 0.926 0.826 0.940 0.957 0.549 0.961 0.958 0.960
F-1 score 0.774 0.918 0.863 0.930 0.947 0.626 0.966 0.952 0.933
PSPNet 0.879 0.864 0.869

Precision 0.721 0.893 0.898 0.922 0.938 0.702 0.965 0.946 0.923
Recall 0.769 0.927 0.810 0.927 0.947 0.531 0.961 0.952 0.951

F-1 score 0.744 0.910 0.852 0.924 0.943 0.604 0.963 0.949 0.937
MobileNetV3 0.792 0.761 0.771

Precision 0.601 0.812 0.696 0.848 0.867 0.563 0.924 0.902 0.915
Recall 0.566 0.800 0.745 0.845 0.912 0.277 0.917 0.901 0.882

F-1 score 0.583 0.806 0.720 0.846 0.889 0.372 0.921 0.901 0.898

In order to compare the accuracy and stability of different models more intuitively,
we selected test set images for prediction. Figure 8 showcases a remote sensing image
of the Yancheng Wetland Rare Birds National Nature Reserve in Jiangsu Province, which
represents a typical coastal wetland. This area is characterized by a distinct estuarine delta
landscape and consists of various types of wetland environments, including freshwater
marshes, lakes, beaches and coastal wetlands of the Yangtze River Delta. It is home to a
diverse range of species and holds high ecological conservation value.

The predicted results are presented in Figure 8. Combining the images and labels, the
distribution of S. alterniflora, S. salsa, P. australis and Tidal falt in this reserve is relatively
concentrated, accounting for most of the reserve. The identification of these four categories
was generally consistent among the models, and all models except Unet were able to extract
clear boundary information. Deeplabv3+, SegFormer, FCN, Unet and PSPNet were able to
identify the river system at the edge of the protected area while the other models, SegNext
and MobileNetV3, were able to extract the river system relatively accurately. However,
the MobileNetV3 extraction results are finer than the actual ones. It is observed that the
SegNext model exhibits inaccuracies in differentiating between paddy fields, ponds and
rivers in arable land, leading to misclassifications of the River system and Aquaculture
categories. Notably, the part marked by the larger red box in the labeled image is the
scattered River system. In the prediction of this part, most models’ segmentation results
produce too many isolated points, with relatively smooth and lacking contour features. In
contrast, SegFormer significantly outperforms other methods in terms of result accuracy
and edge clarity. Additionally, in the other red box, most models ignore the river due to its
small and slender area, with only SegFormer extracting a portion of the water body.
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Figure 8. A comparison image about the predicted images of different deep learning models.

Figure 9 presents a comparison between the prediction results of deep learning meth-
ods and traditional methods, including supervised classification based on the statistical
maximum likelihood method, machine learning-based neural networks and supervised
classification based on support vector machines (SVM). While the traditional methods
mentioned above may outperform deep learning in extracting boundary information, they
suffer from misclassification issues. For example, the maximum likelihood method misclas-
sifies P. australis as S. salsa while the neural network exhibits the opposite misclassification.
SVM, on the other hand, struggles to accurately differentiate the river system from Aqua-
culture. These findings highlight the limitations of traditional methods when it comes to
precise classification in complex wetland environments.
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In order to further investigate the classification capability of the deep learning model
mentioned above for small-scale features, we conducted additional comparisons using
various sets of images, as illustrated in Figure 10. These images contained a diverse range
of feature characteristics. From the prediction results, it can be inferred that the River
system remains a challenging aspect of the prediction process. The SegFormer-based
prediction method outperforms the others, as it can effectively extract most of the features
in the water body. PSPNet and FCN methods are also effective but not as much as the
SegFormer approach. In summary, the SegFormer model, based on deep learning, exhibits
an impressive ability to perform semantic segmentation of wetland remote sensing images
and is capable of learning and extracting the features inherent in wetlands. It can effectively
segment boundaries in complex ground object environments and extract small-scale ground
objects that are affected. As one of the deep learning methods, with the emergence of higher
resolution images and more powerful computing devices, it is expected to exhibit even
faster segmentation efficiency and higher accuracy than traditional methods.
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5. Discussion
5.1. Results with Different Loss Functions

As illustrated in Figure 11, there exists a specific class imbalance in the dataset.
When considering the relationship between the proportion of features in the training
samples and the accuracy of the model’s extraction results, it was observed that the
extraction accuracy was higher for the feature classes that were more adequately rep-
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resented in the dataset, such as Tidal falt, Aquaculture, Farmland, P. australis and S.
alterniflora, for each model. Conversely, the extraction accuracy was relatively poor for
categories that accounted for a smaller proportion of the river system, such as S.salsa and
Construction land dataset. Due to the limited information contained in the samples for
these categories, it becomes difficult for the network to learn their distribution pattern,
and it is challenging to effectively identify them.
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In order to improve the extraction accuracy of the model, we explored multiple loss
functions. Specifically, we chose the best model, SegFormer, and modified only the loss
function while keeping the other parameters unchanged. For this study, we considered
CrossEntropyLoss (CE_Loss), LovaszLoss, Focal Loss and CrossEntropyLoss + FocalLoss
as loss functions, and the results are presented in Table 6. The findings in Table 6 indicate
that, without any changes to the deep learning algorithm framework and optimization,
LovaszLoss performs the worst, with its various metrics being lower than the other loss
functions. FocalLoss is slightly inferior to CE_Loss, but it improves the performance of
ConStruction land classification in terms of IoU, Acc and F-score metrics. The combination
of CE_Loss and FocalLoss enhances the classification performance of the model under this
problem. Specifically, the IoU and F-score for River system classification improved by 0.28%
and 0.27%, respectively, compared to CE_Loss. Additionally, Acc for S. salsa classification
improved by 0.56% while Acc and F-score for Construction land classification improved by
1.41% and 1.04%, respectively. Overall indexes, such as mIoU, mAcc, aAcc and mF-score,
also improved by about 0.1% compared to CE_Loss. It can be concluded that, under the
condition of unbalanced wetland classification, the combined loss function of CE_Loss and
FocalLoss can enhance the classification accuracy of difficult classes, alleviate overfitting
and misclassification of the model caused by class imbalance and improve the performance
and generalization ability of the model.

5.2. Coastal Wetland Detection

Changes in precipitation and temperature can indeed have an impact on the landscape
pattern of coastal wetlands. The gradual increase in temperature can lead to increased evap-
oration of surface water, reduced precipitation and limited availability of water resources.
This puts additional strain on coastal wetlands and disrupts their ecological balance to some
extent. Additionally, the growing population in Yancheng has contributed to the degrada-
tion of coastal wetlands. The demand for ecological resources provided by wetlands has
risen, putting tremendous pressure on these fragile ecosystems. Excessive development
and utilization have further worsened the situation, resulting in a significant decrease in the
coastal wetland area. Considering the rapidly changing wetland environment, it is crucial
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to implement efficient and timely detection methods. These methods will help monitor
and assess the status of coastal wetlands effectively. By detecting changes in land cover,
vegetation and other relevant parameters, we can gain valuable insights into the health and
conservation needs of these ecosystems. Timely detection and monitoring enable us to take
prompt action and implement appropriate management strategies to mitigate the negative
impacts and ensure the long-term sustainability of coastal wetlands.

Table 6. Comparison of different loss functions.

Loss Function IoU Acc F-Score mIoU mAcc aAcc MR MP MF

CE_Loss 81.05 87.64 94.84 87.64 90.06 88.65
River system 45.62 54.07 62.65

S. salsa 78.16 84.08 87.74
Construction land 64.71 78.07 78.57

LovaszLoss 77.72 87.62 92.84 87.62 85.31 86.31
River system 39.08 55.99 56.2

S. salsa 76.1 86.64 86.43
Construction land 58.23 85.24 73.6

FocalLoss 80.48 87.46 94.78 87.46 89.34 88.24
River system 43.91 53.44 61.02

S. salsa 75.63 82.97 86.12
Construction land 65.48 79.27 79.14

CE_Loss + FocalLoss 81.15 87.73 94.91 87.73 89.99 88.73
River system 45.9 56.02 62.92

S. salsa 77.25 84.64 87.16
Construction land 66.12 77.16 79.61

Traditional wetland inspection mainly relies on manual surveys and visual inspections
of remote sensing images [41–43], which consume significant human and material resources.
While various digital image processing methods have been proposed to improve the classi-
fication accuracy of detailed information in remote sensing images, they are often limited
in their ability to meet the requirements of complex image classification [44–46]. Although
machine learning methods have been shown to enhance classification accuracy [47–50],
they require image preprocessing and feature enhancement to achieve better classification
results [51]. Moreover, the degree of automation is not high, and significant improvements
in the correct rate are already difficult to achieve. In this paper, we propose more specific
methods and ideas for wetland classification, building upon existing deep learning methods
and demonstrating their feasibility and research value.

In this study, we utilized high-resolution images provided by Sentinel-2 to count the
percentage distribution of feature classes in the study area, enabling subsequent calculation
of ecological values. The specific proportional information is illustrated in Figure 12.

Figure 12 reveals that Aquaculture, Farmland and Tidal flat constitute the predomi-
nant components of Yancheng’s coastal wetland, accounting for 42.2%, 29.7% and 14.7%
respectively. Notably, S. salsa and P. australis, which represent unique vegetation within
the wetland, encompass just 1% and 3.6%, respectively, totaling an area of 44.79 km2 and
100.84 km2. The utilization of deep learning techniques enables the swift detection of
changes in Yancheng’s coastal wetland, as well as variations in the proportion of different
species. The value of wetland ecosystem services serves as a monetized representation
illustrating the collective contribution of wetland ecosystems to human well-being. It
encompasses an array of services, such as product supply, ecological regulation, and
spiritual and cultural benefits. When evaluating the wetland ecosystem service value of
Yancheng, it is crucial to select appropriate evaluation indices and systems aligned with
the region’s available resources and market conditions. The wetland mapping provides
valuable spatial and geographic foundations that facilitate effective assessment of the
wetland ecosystem service value.
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Regarding the significant components of Yancheng’s coastal wetland, namely Aquacul-
ture, farmland and mudflat, their construction should prioritize enhancing the ecosystem
service value concerning product supply, water flow regulation and water purification. As
for the special vegetation occupying a comparatively smaller proportion, a comprehensive
assessment of their ecosystem service value should concentrate on aspects related to species
conservation, tourism and recreation, as well as scientific and educational services.

6. Conclusions

In this study, we utilized high-resolution images provided by Sentinel-2 and con-
structed an information extraction model of the Yancheng Binhai wetland based on
SegFormer. Based on the relevant literature and remote sensing images, we classified
the wetlands in the area into nine species, namely, Construction land, S. alterniflora, S.
salsa, P. australis, Farmland, River system, Aquaculture and Tidal falt. Remote sensing
images were preprocessed using atmospheric correction, resampling, band synthesis
and vector cropping. The labeled images were drawn, and data enhancement methods,
such as random deflation, random flip and random crop, were applied. Finally, the
training images were standardized to 512 × 512 size and divided into a training set, vali-
dation set and test set in a ratio of 7:1:2. Evaluation metrics, such as mIoU, mAcc, aAcc,
mRecall, mPrecision and mF-score were used. While ensuring the consistency of other
parameters, we conducted comparison experiments and found that the SegFormer model
exhibited better learning and extraction ability for features contained in wetlands, with
various metrics, such as mIoU (0.81), mAcc (0.87), aAcc (0.94), mPrecision (0.901), mRecall
(0.876) and mF-score (0.887), being higher than those of other models. We compared
the prediction images of various deep learning methods for the key protected area of
Yancheng Binhai Wetland and found that SegFormer’s prediction results were superior to
those of other methods in terms of accuracy and edge clarity, effectively segmenting the
boundary in the complex feature environment and extracting small-scale features under
influence more accurately. We also studied the common class imbalance in wetlands and
concluded that the loss function using the combination of CE_Loss and FocalLoss can
improve the classification accuracy of difficult classes and enhance the performance and
generalization ability of the model. Finally, we extracted the class proportion information
of the Yancheng coastal wetland, which provides technical support and reference value
for subsequent wetland value research and research ideas for related coastal wetland
information extraction research in China.
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