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Abstract

:

This study presents a comparative analysis of the coastal performances of Sentinel-6 and Jason-3 altimeters during their tandem phase, considering their different processing modes. We examine the measurements available in the standard geophysical data records (GDR) and also perform dedicated reprocessing using coastal retracking algorithms applied to the original waveforms. The performances are evaluated, taking into account the quality of retrievals (outlier analysis), their precision (along-track noise analysis), potential systematic biases, and accuracy (comparison against tide gauges). The official SAR altimetry product of Sentinel-6 demonstrates improved coastal monitoring capabilities compared to Jason-3, except for the remaining issues related to significant wave height, which have already been identified. These findings highlight the significance of dedicated coastal retracking algorithms for enhancing the capabilities of both traditional, pulse-limited altimeters and more recent developments utilizing SAR altimetry.
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1. Introduction


The monitoring of coastal sea level from space is increasingly possible through satellite altimetry, which is based on the measurement of the two-way travel time that radar pulses employ from transmission towards the ocean surface to reception [1]. Indeed, the improvement of coastal altimetry performance is one of the expected results of the latest generation of altimeters: the SAR altimeters based on the delay-Doppler principle [2].



Traditional altimeters, nowadays identified as low-resolution mode (LR), are characterized by a limit in the number of pulses per second (the pulse repetition frequency). The independent pulses are averaged on board over a certain along-track length (typically about 300 m, corresponding to a 20 Hz posting rate) to reduce the noise. The SAR processing exploits a higher pulse repetition frequency than traditional altimeters, with the objective of achieving phase coherence within consecutively transmitted pulses. All these individual pulses are downlinked to ground. In this way, multiple views of the same illuminated area (beam, also typically designed with a 20 Hz posting rate) can be collected at slightly different viewing angles, identified by the Doppler shift due to the satellite movement with respect to the ocean surface [3]. These views are incoherently averaged, creating a so-called “multi-looked” waveform, which has a better signal-to-noise ratio and a smaller along-track footprint than its LR counterpart [4].



Sentinel-6 Michael Freilich (S6) was launched on 21 November 2020 as the successor to Jason-3 (J3). It uses the same orbit and some instrumental heritage; however, it carries an SAR altimeter operating in an open-burst measuring approach, meaning that the radar chronogram is interleaved such that the pulses are transmitted and received in an interleaved manner [5]. This allows for a direct comparison between SAR and LR data. Moreover, during the first months of the mission, S6 flew in tandem with J3 and took measurements just 30 s apart. This enables further comparison possibilities between S6 and J3.



Besides the technological improvements, the coastal performance of altimetry relies on two other pillars. Firstly, there is a dedicated fitting of the waveforms, called retracking, in order to avoid spurious interference from areas characterized by different backscattering characteristics (for example, land or calm water patches due to sheltering) within the footprint [6]. Secondly, a set of geophysical adjustments and corrections that avoid further coastal issues, such as the fact that the delay due to the presence of water vapor in the atmosphere, may be computed using a radiometer onboard the satellite receiving spurious signals from land when approaching the coast [7]. In the last decade, studies have demonstrated that LR altimetry with specific coastal reprocessing and proper data screening can deliver accurate measurements even closer than 3 km from the coast [8,9], with enough quality to be used for sea level trend studies [10,11,12]. At the same time, it has been shown that dedicated coastal processing can significantly enhance the coastal performance of SAR altimeters [13,14].



The objective of this work is to assess the quality and the quantity of sea level measurements in the coastal zone using both standard data and dedicated reprocessing for SAR and LR waveforms during the tandem mission of S6 and J3. For the first time, the latest developments in coastal altimetry can be compared for different altimeters spanning the same tracks at almost the same time. The performance is analyzed using metrics inherited from previous literature in order to guarantee the objectiveness of the analysis. We focus on the quantity of retrievals (outlier analysis), their precision (along-track noise analysis), potential systematic differences (bias analysis), and their accuracy (comparison against in situ data).




2. Data


The study uses all available data on coastal areas on a global scale. The data extraction was accomplished based on the distance to the coast, up to a threshold of 100 km. No further criteria for data exclusion were applied; i.e., data in estuaries or sea ice areas are also included in the analyses. For the analyses in Section 4.2, latitudes above/below 40 degrees (north/south) have also been excluded.



2.1. General Characteristics


We use cycles 13 to 22 for S6, corresponding to cycles 188 to 197 for J3. The limitation in the number of cycles was necessary to allow for a full reprocessing with several different retrackers on a common baseline and in time with the evaluation of the project “Sentinel-6 Michael Freilich and Jason-3 tandem Flight Exploitation (S6-JTEX)” from the European Space Agency, in the context of which this study has been performed (see Acknowledgments). In particular, we consider Level 1B data, which contain all necessary parameters for retracking and include waveforms, and Level 2 data, which contain retracked parameters such as range and significant wave height (SWH), as well as all necessary geophysical adjustments and corrections to compute the sea level anomaly (SLA). The latter is computed as follows:


    SLA    = altitude − range − ( ionospheric  corr + dry  tropospheric  corr        + wet  tropospheric  corr + SSB + solid  earth  tide + ocean  tide        +  non - equilibrium   long  period  ocean  tide + internal  tide        + pole  tide + DAC )        − mean  sea  surface ,     



(1)




where SSB is the sea state bias correction [15], and DAC is the dynamic atmospheric correction. A complete description of the different geophysical adjustments and corrections can be found in [16]. The atmospheric corrections (dry and wet troposphere and ionosphere) can be derived from models or measured directly on board the satellite, either by the altimeter itself (in the case of the ionosphere) or by a microwave radiometer (in the case of the wet troposphere). For the purpose of this work, we utilize the first source, which is recommended for the coastal environment [17]. Each retracker analyzed in this work has its specific range and SSB output, unless otherwise stated. Moreover, we have taken into account their respective quality flags.




2.2. Retracked Ranges from the Original Data


We use original data from S6 in its F06 processing baseline and from J3 in its Geophysical Data Record, version F (GDR-F) processing baseline. These were the latest releases at the start of the analysis (July 2022); therefore, any further update is outside the scope of this study.



The original S6 ranges in SAR mode are retracked by the SAMOSA2 retracker (named after the ESA-funded project “SAR Altimetry Mode Studies and Applications”), and the corresponding SLA and SWH are identified as EUM PDAP HR in this work. SAMOSA2 is an open ocean, fully analytical SAR waveform model currently used as a baseline, described in [13,18].



The S6 ranges in LR mode are provided using the “Maximum Likelihood Estimator” (“MLE”) retracker [19], which fits the waveform using the Brown–Hayne analytical model [20,21] of the radar response using least squares estimation. This product is generated by the EUMETSAT Payload Data Acquisition and Processing (PDAP) and identified as EUM PDAP LR in this study.



For J3, which is an LR-only mission, in addition to the baseline “MLE” retracker (denoted as J3-MLE LR in this study), we also consider the output of the Adaptive retracker [22] (denoted as J3-ADAPTIVE LR in this study), both included in the GDR-F dataset. The latter solves the fitting of the radar echo numerically rather than analytically. The mathematical model behind it is similar to the Brown–Hayne, but the point target response is computed directly from the altimeter instrumental characterization data, rather than assuming a Gaussian-like approximation as done in “MLE”.




2.3. Additional Retracked Altimetry Data


The baseline retrackers described in the previous section are not specifically adapted to the coastal zone. To increase the significance of this assessment, we have reprocessed S6 and J3 waveforms with a set of already existing coastal retrackers. These are all physical retrackers based on the same functional forms of their baseline counterparts, but they are all characterized by subwaveform selection routines that aim to remove spurious interference in the signal that can cause a deviation of the signal shape compared to the mathematical model.



For both J3 and S6 LR data, we use the Adaptive Leading Edge Subwaveform (ALES) retracker [8]. This algorithm is based on a linear relationship between the estimated SWH and the width of the subwaveform considered in the retracking process. While the application of this retracker to J3 is already established for sea surface height [11] and SWH [10], a specific version for S6 is tested in this study. SWH outputs for LR altimetry (J3) are also generated using the WHALES retracker, which is an evolution of ALES aimed at decreasing the noise in wave height estimation by applying a weighted fit of the waveforms, whose performance on J3 was already shown in [23].



The S6 SAR dataset is additionally reprocessed with the Coastal Retracker for SAR Altimetry (CORAL) retracker. This is an optimized version of a SAMOSA waveform model fitting for the coastal zone. It includes the coastal enhancements brought by SAMOSA+ [24], and it applies a selection of waveform gates to be excluded from the fitting process when affected by interference from coastal targets. CORALv1 is described in detail by Schlembach et al. [14]. In this study, the slightly modified version CORALv2 is used.





3. Methods for Validation


3.1. Outlier Analysis


The first step in our performance evaluation is the analysis of the outliers. As in [23], we use the term outlier to identify any measurement that cannot be considered valid. Such a definition therefore also encompasses estimations identified as incorrect by the quality flags included as an output of the retrackers, as well as missing data (along-track points in which the output of a retracker is NaN).



In particular, the following categories are identified and distinguished for further analysis:




	
invalid: any data that are either missing or identified as invalid by the quality flag;



	
out_of_range: an SLA measurement not identified as invalid but exceeding 2 m in absolute value, or an SWH measurement below 0.25 cm or greater than 25 m;



	
mad_factor: any data not included in the previous two categories, whose absolute value exceeds the following quantity computed considering its 20 closest neighbors: 3∗1.4826∗MAD. MAD is the median absolute deviation, which is considered a more robust approximation of the standard deviation when multiplied by the factor 1.4826.








These categories and the numbers used for their computation were defined by Schlembach et al. [23]. The total amount of outliers and their different categories are analyzed at distances encompassing 5, 10, and 20 km to the coast, as well as in the open ocean for comparison. The detected outliers are not automatically excluded in the further analyses.




3.2. Along-Track Noise Analysis


To evaluate the precision of the retrackers in the coastal zone, we consider the standard deviation of 20 consecutive measurements along the track, in accordance with several other studies validating altimetry data, for example [25]. These statistics assume that, within an along-track distance of approximately 7 km, corresponding to 20 consecutive 20 Hz retrievals, the variability of SLA and SWH is mainly due to the intrinsic noise of the measurement.




3.3. Bias Analysis


The tandem phase of S6 and J3 provides the optimal opportunity to analyze the along-track data for possible biases without the need to rely on sparse crossover differences influenced by sea level variability. To check for potential biases between the individual measurement modes and missions, global 20 Hz data are used, up to a distance of 100 km from the coast. The S6 observations are interpolated to the closest J3 measurement location using the nearest neighbor method in order to build the differences. To reduce along-track noise, the observations were smoothed beforehand with an along-track moving-average filter with a length of 20 points. Since possible outliers would strongly influence the bias calculation, only differences within a 95th percentile are used for further analyses.



The biases are computed with respect to the J3 LR standard retrievals. Four different observation types are analyzed: uncorrected SLA (i.e., SLAs in which geophysical corrections and adjustments are not applied, except for SSB), SWH, radiometric wet tropospheric correction, and ionospheric correction. For this bias investigation, the SLAs are not corrected for other geophysical corrections, except for SSB, as they are identical and cancel out in the differences.



The biases are computed as the median over all passes and over all cycles. Their uncertainties are derived as standard deviations from the spread over the different cycles. Moreover, biases per cycle and for different coastal distance classes are computed to analyze temporal drifts and differences between open ocean and areas close to the coast. The study of time-dependent biases is carried out only for the operational datasets to ensure a longer period of more than one year (S6 cycles 4–51), since the retracked data are only available for about three months (S6 cycles 13–22).




3.4. Validation of SLAs against Tide Gauges


To evaluate the coastal accuracy, SLAs are validated against hourly tide gauge data from the Global Extreme Sea Level Analysis database (GESLA3, [26]). We use all available tide gauges with records during S6 cycles 13–22. This results in a total number of 246 stations, all located in North America and Europe, with two additional stations in the central Pacific. The water levels from tide gauges are first resampled to hourly values while accounting for the provided quality flag. As duplicates are common in the GESLA3, in case of neighboring tide gauges (within a distance of 1.5 km), only the tide gauge with the longest record is kept. In order for the measurements to be comparable with the SLAs from satellite altimetry, the tide gauge records are de-tided using a 40 h Loess filter, as commonly done in other validation efforts, such as [27,28]. Since tide gauges sample the total water level, the atmospheric component is removed as in the altimetry SLAs by applying the DAC correction [29] by means of a linear interpolation of the correction (in time) onto the hourly GESLA3 time step.



To compare the along-track altimetry data with the tide gauge time series, the 20 Hz altimetry data are first interpolated onto the nominal track. SLAs larger than ±1.5 m are rejected from the data. Next, we select altimetry data within a 250 km radius around every GESLA tide gauge. We compute spatial averages of the data within different distance-to-coast bins. Thus, for every distance (and product), we obtain a time series, based on which we compute correlations with the tide gauge data. We allow here for a maximum time gap of five hours and only compute correlations when at least five values are simultaneously available in both altimetry and tide gauge records.





4. Results and Discussion


4.1. Outlier Analysis


In Figure 1 and Figure 2, the outliers defined in Section 3.1 are evaluated for each dataset of SLA and SWH, respectively. We stress again that we include the missing data in the outliers as well, since they point to the failure of a retracker to extract meaningful physical information from a particular waveform. The following discussion involves the statistics reported for SLA. As it is visible from the figures, we find no differences between the analyses of SLA and SWH. This is expected, since range and SWH are estimated simultaneously in all retrackers considered, and the SLA is then computed using exactly the same geophysical corrections and adjustments for all datasets (except for the SSB, which is specific for each retracker).



The expected increase in the number of outliers is observed when approaching the coast. There are nevertheless notable differences depending on the processing mode and the retracker. The most evident result is that the SAR mode sees a drastic drop in outliers. For SLA, only about 25% of the data are identified as outliers by EUM PDPAP HR and CORAL for distances closer than 5 km to the coast. This is in stark contrast to about 85% of outliers found using the open ocean LR product J3-MLE LR.



Secondly, significant differences are observed among different LR processing results. The standard EUM PDAP LR on S6 is significantly less affected by outliers than J3-MLE LR. This highlights that the standard LR processing is improved in S6 compared to J3 in terms of the validity of the measurements. Still, the fact that fewer outliers are present does not yet imply a better accuracy, which is instead the subject of discussion in the comparison against tide gauges in Section 4.4.



Thirdly, it is observed that the latest J3-ADAPTIVE LR approach does not improve the standard J3-MLE-LR performance in terms of outliers. We report that CNES/CLS was contacted concerning this. They declared this is due to a software coding error impacting J3-ADAPTIVE altimeter data. In fact, for distances closer than 10 and 20 km to the coast, J3-ADAPTIVE LR shows the worst performance with, respectively, over 64% and 44% of outliers. The application of the ALES retracker to J3, on the other hand, reduces the number of J3 outliers by about 10–20% (depending on the distance from the coast).



Finally, it is noted that, in all datasets, the largest amount of outliers concerns invalid retrievals. This speaks to the general reliability of the quality flags associated with each dataset, which identify most of the failed retrievals, as already highlighted by Schlembach et al. [23]. Notable exceptions are EUM PDAP HR and ALES LR for S6, where over 10% of SLA retrievals are classified as out of range in our statistics.




4.2. Along-Track Noise Analysis


In this section, the along-track noise performance of the datasets in terms of SLA and SWH are analyzed following the methodology described in Section 3.2. Typically, the precision of the parameter estimation in altimetry is a function of the sea state (e.g., [19]). Therefore, it is useful to constrain the validity of our analysis by looking at the distribution of SWH. This is reported in Figure 3 for the open ocean as a probability density function (PDF) together with the noise performance as a function of SWH of the standard S6 datasets EUM PDAP HR and EUM PDAP LR. High and very high sea states are strongly underrepresented and tend to be attenuated in the coastal zone due to sheltering, limited wind fetch, and energy dissipation [10]. As a result, and given the limited dataset that we have processed, the statistics for high and very high sea states are strongly affected by residual outliers in the data: both actually high sea states and erroneously high values are captured in the average.



The SLA along-track noise for all datasets is displayed in Figure 4 for distances larger and smaller than 20 km from the coast. The upper limit of the noise is set to 0.3 m here since the higher values for very high sea states are not realistic but instead result from the low number of observations. The statistics are then shown for different sea states and distances to the coast in Figure 5. The same information for SWH along-track noise values are displayed in Figure 6 and Figure 7.



The better precision of both the SAR altimetry dataset EUM PDAP HR and the CORAL dataset stands out. For example, Figure 5 shows that, for average sea states and considering all data within 20 km of the coast, SAR altimetry provides SLA with a precision of about 4 cm, compared to 7.5 cm to 8 cm for the LR datasets. There are nevertheless important differences among the two SAR datasets. In Figure 5a, it can be seen that CORAL is noisier than EUM PDAP HR in the open ocean but succeeds in maintaining realistic noise figures in the coastal zone, where EUM PDAP HR appears to be strongly affected by erroneous estimations. This is particularly relevant considering that, as we have seen in the previous section, CORAL and EUM PDAP HR have similar numbers of valid data. Notably, realistic noise figures are also kept by CORAL in the case of high sea states in the coastal zone, despite the low number of measurements.




4.3. Bias Analysis


As the data very close to the coast (<10 km) show a large degradation in quality for some of the retrackers, especially for J3-MLE LR, which is used as a reference, the biases are shown for a distance between 10 and 20 km from the coast. Moreover, as it was found that, at least for some retrackers, the mean values depend on the sea state, which in turn correlates with the distance from the coast, only values for SWH between 1 m and 2 m are shown (based on the J3-ADAPTIVE retracker).



4.3.1. Mean Biases in 10–20 km Distance from the Coast


Figure 8 shows the mean biases in the coastal region (10–20 km offshore) for different retrackers. SLA (including SSB correction) is shown in plot (a), and SWH is shown in plot (b).



For SLA, one can see significant biases with respect to J3 LR, which can reach about 3 cm for ALES, and between 1 cm and 2 cm for WHALES and ADAPTIVE. In contrast, both the S6 EUM products (HR and LR) as well as the CORAL retracker only show small biases of less than 5 mm. For SWH, the biases are much larger for most of the retrackers, with up to almost 20 cm for J3 WHALES. Only the S6 HR and the J3-ADAPTIVE show a better agreement with J3 LR. It should be noted, however, that no instrument correction [30] was applied for the ALES/WHALES retracking when computing SWH, resulting in greater inconsistencies with J3 LR and S6 PDAP LR (for which a correction accounting for the Gaussian approximation of the point target response is included) and with J3-ADAPTIVE, (for which such correction is not required, since the real point target response is accounted for in the processing). The high offset for S6 HR depends on the sea state (height and period of waves, as well as sea surface motion) and is also known for the open ocean SWH product, as already documented, for example, in Jiang et al. [31].



The differences in atmospheric corrections between S6 and J3 are small: 2 mm for the smoothed dual-frequency ionospheric correction (“iono_cor_alt_filtered”) and less than 1 mm for the wet troposphere from the radiometer (“rad_wet_tropo_cor”). Neither temporal changes nor correlations to coastal distance can be detected. The corrections for S6 HR and LR are identical.




4.3.2. Dependency on Distance to Coastline


In order to check for possible systematic effects close to the coast, the bias analysis was performed in small distance-to-coast bins, each 10 km wide. Figure 9 shows the S6 SWH biases for different distance-to-coast classes with respect to J3-MLE LR SWH for four different products. The light gray lines indicate the results for the individual cycles, and the bold black line shows the median over all cycles (13–22). These lines are generated on the basis of the full dataset, i.e., all sea states are taken into account. In addition, the orange line shows the median of all cycles using only SWH between 1 m and 2 m. For the full range of SWH, one can clearly see the offset in the HR products and in LR ALES. Moreover, a clear dependence on the distance to the coast can be observed for all datasets. This dependence becomes much smaller when only a specific SWH class is used for the bias calculation. This indicates that there is a dependence on the absolute sea state, as the SWHs are significantly smaller near the coast than in the open ocean [32].



When investigating the bias differences between coastal areas (10–20 km) and the open ocean (20–90 km), no significant offsets (95% confidence level) can be documented, except for the SLA computed with J3-ADAPTIVE (with respect to J3-MLE LR). However, for this retracker too, the bias difference between open and coastal ocean is only 2.8 mm and close to insignificance. These results are based on small waves only (1–2 m). When all sea states are included in the analysis, the differences in SWH between the different retrackers are larger and not always insignificant. This is particularly true for S6 HR (both EUM PDAP and CORAL), indicating a bias in SWH that depends on the sea state itself.




4.3.3. Temporal Bias Evolution


Since the longest possible time series is required for the analysis of temporal bias behavior, only the official level 2 products are considered here. Figure 10 shows the temporal variation of the SLA biases for a bit more than one year (cycles 4–52), while Figure 11 shows the same for the SWH biases. Both are shown on top for S6 in comparison to J3, while the lower plots depict the relationship between S6 LR and HR. The data are based on the full SWH spectrum and cover the coastal areas of 10–20 km. One can identify systematic patterns over time, even if not all of them are mathematically significant. It looks as if, especially in the first half of the time series, both S6 SLA data series show a slight drift which, however, differs between LR and HR. These differences were reported during the S6 commissioning phase to be due to the neglect of the range walk correction in HR processing. In addition, it was shown that the sea-level drift observed between the two missions is caused by the asymmetric evolution of the shape of the point target response, which is not accounted for in the processing [33]. In addition, a jump is observed in the time series of the difference between LR and HR, which occurs at the switch to Poseidon-4 side-B (cycle 31 in September 2021), reinforcing the need to apply numerical retrackers and range-walk correction in the operational data processing chain. For SWH, a kind of annual signal can be seen in S6 HR, but this is not statistically detectable.





4.4. Validation of SLAs against Tide Gauges


In order to evaluate the coastal accuracy of the products, Figure 12a shows the mean correlation with the tide gauge time series grouped by distance to coast. These numbers are also provided in Table 1. In panels b and c, the number of tide gauges and the number of available tracks for each altimetry dataset are shown. This is an indication of the different amount of valid data for each dataset when approaching the coast, given the different amount of missing or unrealistic sea level estimations, as explained in Section 3.4. Panels d and e show the location of the tide gauges and the correlations with EUM PDAP HR, i.e., the reference product of S6, for two different binned coastal distances.



The first result is that significant differences among the dataset arise in the last 10 km from the coast and are more pronounced in the last 5 km. While coastal dedicated reprocessed altimetry (J3-ALES LR, ALES-LR) is able to reach the same performance as SAR altimetry products within 5 to 10 km, a strong drop in correlation and differences in the quantity of data are seen in the last 5 km. In this region, S6 products significantly outperform J3 products. The best performing dataset is the CORALv2 HR, with an average correlation of 0.47 and the highest amount of used data, demonstrating the added value of dedicated retracking in SAR altimetry. While EUM PDAP HR performs better than its LR counterpart, EUM PDAP LR, the coastal dedicated reprocessing (ALES LR) of S6 LR waveforms increases the performance of the latter in both data quality and quantity. The worst performing dataset in terms of correlation is J3-ADAPTIVE LR in both the 0–5 km and the 5–10 km coastal bin. While J3-ADAPTIVE LR shows great performance in terms of precision of sea state retrievals (see Figure 7), the standard LR processing J3-MLE LR has a better correlation, although fewer data are available.





5. Conclusions


This work has analyzed the coastal performance of J3 and S6 during their tandem phase, with a focus on the coastal zone and on coastal reprocessing algorithms. Our analysis is limited to outlier detection, along-track noise (as a parameter of precision), bias statistics, and correlation with in situ data (as a parameter of accuracy). Two main findings arise from the discussion. Firstly, we can safely say that the official SAR altimetry products are advantageous in the coastal zone with respect to the ones based on the LR mode. For example, the official S6 SLA product from SAR altimetry shows an 8% improvement in our correlation analysis. An exception is the SWH from SAR, which is still biased with respect to the LR record, as already noted in previous studies (e.g., [34]). Secondly, we have demonstrated that dedicated coastal retracking can significantly improve the performance of SAR altimetry as well. Concerning the individual processing methods, we noticed that the ALES retracker for S6 LR (ALES LR) is less precise than its counterpart in J3, meaning that issues in its implementation and differences between the LR mode in the two missions shall be further investigated. Moreover, the ADAPTIVE retracker available in J3 (J3-ADAPTIVE LR), which is known to improve the signal-to-noise ratio of the mesoscales on a global scale [22], is shown to provide an increase in the precision of SWH data but also shows the lowest performance in terms of accuracy against the ground truth for sea level determination in the last 10 km to the coast.



In conclusion, as the final objective of this paper is to provide a coastal assessment of S6 altimetry with respect to J3, our main message is that the official SAR altimetry product EUM PDAP HR achieves coastal performance at the same level as enhanced coastal altimetry reprocessing of LR data (ALES LR, J3-ALES LR) and that its performance can be further improved using a dedicated subwaveform approach applied to the same SAMOSA physical model (CORALv2 HR).
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Figure 1. Comparison of outlier types in the SLA datasets as a function of the distance to the coast. 
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Figure 2. Comparison of outlier types in the SWH datasets as a function of the distance to the coast. 
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Figure 3. Noise level of SWH from the official S6 products and probability density function (PDF) of the records as a function of wave height for HR (a) and LR (b). 
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Figure 4. SLA noise level of the individual retrackers as a function of SWH for open ocean (a) and coastal (b) data with the sea state noted at the bottom. 
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Figure 5. SLA median noise for data grouped by distance to coast. The different panels refer to all sea state conditions (a), low (b), average (c), and high sea state (d). No additional SWH thresholds have been applied. 
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Figure 6. SWH noise level of the individual retrackers as a function of SWH for open ocean (a) and coastal (b) data, with the sea state noted at the bottom. 






Figure 6. SWH noise level of the individual retrackers as a function of SWH for open ocean (a) and coastal (b) data, with the sea state noted at the bottom.



[image: Remotesensing 15 04161 g006]







[image: Remotesensing 15 04161 g007] 





Figure 7. SWH median noise for data grouped by distance to coast. The different panels refer to all sea state conditions (a), low (b), average (c), and high sea state (d). No additional SWH thresholds have been applied. 
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Figure 8. Mean coastal biases relative to Jason-3 LR for (a) SLA (including SSB) and (b) SWH. 
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Figure 9. Coastal dependency of SWH biases for S6 with respect to J3-MLE LR. Top row shows the results for the PDAP products (LR left, HR right); the lower plots are based on two retrackers (ALES LR left, CORAL HR right). Black lines indicate median biases over all cycles for all sea states; orange lines for low sea states only (1–2 m SWH); and gray lines indicate the cycle spread for all sea states. 
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Figure 10. Temporal evolution of SLA bias in coastal zones (10–20 km) for all sea states; top: S6 PDAP products with respect to J3-MLE LR; bottom: relative differences between both S6 PDAP products (LR–HR). 
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Figure 11. Temporal evolution of SWH bias in coastal zones (10–20 km) for all sea states; top: S6 PDAP products with respect to J3-MLE LR; bottom: relative differences between both S6 PDAP products (LR–HR). 
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Figure 12. (a) Mean correlations (with 90% confidence intervals) per dataset and distance to coast; (b,c) show number of tide gauges and total number of available tracks for which correlations are computed. These numbers are also an indication of how many data are available in the different datasets; (d,e) show the best correlation per tide gauge for different distances to the coast and for the EUM PDAP HR dataset. One station located west of Hawaii is not shown in (d,e). 
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Table 1. Mean correlation between the different altimetry datasets and tide gauges per distance-to-coast class.
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	Altimetry Dataset
	0–5 km
	5–10 km
	10–15 km
	15–20 km
	20–30 km





	EUM PDAP HR
	0.39
	0.54
	0.58
	0.57
	0.58



	EUM PDAP LR
	0.31
	0.52
	0.55
	0.59
	0.60



	ALES LR
	0.38
	0.56
	0.57
	0.56
	0.59



	CORALv2 HR
	0.47
	0.56
	0.60
	0.59
	0.59



	J3-ALES LR
	0.32
	0.58
	0.59
	0.62
	0.62



	J3-ADAPTIVE LR
	0.14
	0.44
	0.54
	0.58
	0.61



	J3-MLR LR
	0.33
	0.53
	0.56
	0.60
	0.61
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