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Abstract: Remote sensing imagery involves capturing and examining details about the Earth’s
surface from a distance, often using satellites, drones, or other aerial platforms. It offers useful
data with which to monitor and understand different phenomena on Earth. Vehicle detection
and classification play a crucial role in various applications, including traffic monitoring, urban
planning, and environmental analysis. Deep learning, specifically convolutional neural networks
(CNNs), has revolutionized vehicle detection in remote sensing. This study designs an improved
Chimp optimization algorithm with a DL-based vehicle detection and classification (ICOA-DLVDC)
technique on RSI. The presented ICOA-DLVDC technique involves two phases: object detection and
classification. For vehicle detection, the ICOA-DLVDC technique applies the EfficientDet model.
Next, the detected objects can be classified by using the sparse autoencoder (SAE) model. To optimize
the SAE’s hyperparameters effectively, we introduce an ICOA which streamlines the parameter
tuning process, accelerating convergence and enhancing the overall performance of the SAE classifier.
An extensive set of experiments has been conducted to highlight the improved vehicle classification
outcomes of the ICOA-DLVDC technique. The simulation values demonstrated the remarkable
performance of the ICOA-DLVDC approach compared to other recent techniques, with a maximum
accuracy of 99.70% and 99.50% on the VEDAI dataset and ISPRS Postdam dataset, respectively.

Keywords: artificial intelligence; object detector; computer vision; remote sensing; target detection;
deep learning

1. Introduction

Remote sensing target detection is used to mark the objects of interest in remote
sensing imagery (RSIs) and to predict the location and type of these targets [1]. Based on
the perspective of the Earth vision platform, the object strength in the aviation images
always appears in a random direction and the target is only concentrated in the conventional
detection dataset [2]. The object detection (OD) technique is used to detect samples of
semantic objects of specific classes (for example, humans, birds, or airplanes) in digital
videos and images. Small target detection has often become a hot and challenging field
in target detection tasks. Transport planning, environmental management, military, and
disaster control are crucial applications of RSIs [3]. Moreover, vehicles in RSIs, as a special
class (whether transportation, civilian, or military), are of particular significance and
increasingly difficult. First, vehicle targets in RSIs are fewer than twenty pixels or even ten
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pixels in the target detection task; the smaller target is generally a target that has fewer than
thirty pixels in an image [4]. Next, weather and environment images, including shadow,
building, and atmospheric occlusions, and other factors, including similar colors amongst
vehicles, dissimilar sizes of vehicle targets in similar images, different overhead views, and
their environments, can all lead to the poor detection accuracy of car targets [5].

Vehicle detection in RSI aims to identify each instance of a vehicle [6]. In previous
approaches, researchers often developed and extracted vehicle features manually and
then classified them to attain vehicle detection [7]. The fundamental objective is to extract
vehicle features and utilize traditional machine learning (ML) techniques for classification.
Generally, the integration channel features, the scale-invariant feature transform (SIFT),
and the histogram of the oriented gradient (HOG) are the features utilized in the detection
process. [8]. The approaches utilized for classification are intersection kernel support
vectors (IKSVM), AdaBoost, SVM, and so on. However, conventional target detection
techniques pay greater consideration to completing the tasks of RSI vehicle detection, and
it is challenging to balance speed and accuracy. In contrast to the tremendous growth
of deep learning (DL) techniques, there is a big difference in the efficiency and accuracy
of detection [9]. Network models based on DL approaches can map complex nonlinear
relationships and extract richer features. Two categories of target detection network models
are continually formed and optimized due to the development of hardware technology
and enormous data: single-stage networks (i.e., SSD and YOLOv3) and two-stage networks
(i.e., cascade RCNN and fast RCNN) [10].

This study designs an improved chimp optimization algorithm with a DL-based
vehicle detection and classification (ICOA-DLVDC) technique on RSIs. The presented
ICOA-DLVDC technique focuses on the utilization of the DL model for the detection of
vehicles on the RSI with a hyperparameter tuning strategy. First, the ICOA-DLVDC method
exploits the EfficientDet model for OD purposes. Next, the detected objects are classified
using the sparse autoencoder (SAE) model. Finally, the hyperparameter tuning of the SAE
method can be chosen by ICOA. An extensive set of experiments has been conducted to
highlight the improved vehicle classification outcomes of the ICOA-DLVDC technique. In
short, the key contributions of the paper are listed as follows.

• An intelligent ICOA-DLVDC technique comprising an EfficientDet object detector, SAE
classification, and ICOA-based hyperparameter tuning for RSI has been presented, and
to the best of our knowledge, the proposed model will not be found in the literature;

• SAE is able to learn informative and discriminative features with the reduction of the
data dimensionality, which is helpful in handling large and complex remote sensing
datasets;

• The integration of the EfficientNet object detector with SAE classification can signifi-
cantly accomplish enhanced generalization and adaptability over various RSI datasets;

• Hyperparameter optimization of the SAE model using the ICOA algorithm using
cross-validation helps to boost the predictive outcome of the ICOA-DLVDC model for
unseen data.

The rest of the paper is organized as follows: Section 2 provides the related works and
Section 3 offers the proposed model. Then, Section 4 gives the result analysis and Section 5
concludes the paper.

2. Related Works

Ahmed et al. [11] designed an IoT-assisted smart surveillance solution for multi-
OD using segmentation. In particular, the study proposes the utilization of DL, IoT,
and collaborative drones to enhance surveillance applications in smart cities. The study
proposed an AI-based technique using a DL-based pyramid scene parsing network (PSPNet)
for multiple-object segmentation and applied an aerial drone dataset. The authors in [12]
developed a new one-phase OD technique termed MDCT based on a transformer block and
multi-kernel dilated convolution (MDC) blocks. Initially, in the single-phase OD technique,
a feature enhancement model, the MDC block, was introduced. Next, a transformer block
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was incorporated into the neck network of the single-phase OD technique. Finally, a
depth-wise convolutional layer was incorporated into the MDC block for reducing the
computation cost. Qiu, Bai, and Chen [13] designed a new technique called YOLO-GNS for
vehicle detection. First, the SSH (single-stage headless) model was devised to facilitate the
detection of smaller objects and optimize the feature extraction.

The authors in [14] developed an OD technique based on YOLOv5 for aerial RSI,
named KCFS-YOLOv5. The K-means++ algorithm was used for optimizing the initial
cluster point to attain the suitable anchor box. Coordinate attention (CA) was embed-
ded with the backbone network of YOLO_v5 to develop the Bi-directional FPN (BiFPN)
architecture. Ye et al. [15] designed a convolution network using an adaptive attention
fusion module (AAFM). Initially, the stitcher was used for developing one image with
objects of different scales according to the features of object distribution in the dataset.
Moreover, a spatial attention module was developed, and the semantic data of the feature
map was attained. Xiaolin et al. [16] presented an S2ANET-SR model based on the S2A-
NET network. The original and reduced images were fed to the detection model; later, a
super-resolution enhancement model for the reduced images was developed for enhancing
the feature extraction of smaller objects, and the texture matching loss and perceptual loss
were introduced as supervision.

Javadi et al. [17] investigated the ability of 3D feature maps for enhancing the accuracy
of DNN for the recognition of vehicles. First, they introduced a DNN by using YOLOv3
with the base network, involving DenseNet201, DarkNet53, SqueezeNet, and MobileNetv2.
Next, 3D depth maps were produced. Later, FCNN was trained on 3D feature mapping. Wu
et al. [18] introduced a GCWNet (global context-weaving network) for object recognition in
RSIs. Then, two novel modules were introduced for refinement and feature extraction.

Several automated vehicle detection and classification models have been presented
in the literature. Despite the benefits of the earlier studies, it is still required to boost
the vehicle classification performance. Because of the continual deepening of the model,
the number of parameters of DL models also increases quickly, which results in model
overfitting. At the same time, different hyperparameters have a significant impact on the
efficiency of the CNN model. Particularly, hyperparameters such as epoch count, batch
size, and learning rate selection are essential to attaining an effective outcome. Since the
trial-and-error method for hyperparameter tuning is a tedious and erroneous process,
metaheuristic algorithms can be applied. Therefore, in this work, we employ the ICOA
algorithm for the parameter selection of the SAE model.

3. The Proposed Model

In this work, the ICOA-DLVDC technique is established for automated vehicle detec-
tion and classification on RSI. In the proposed ICOA-DLVDC technique, a DL-based object
detector and classifier are applied. Figure 1 shows the working flow of the ICOA-DLVDC
algorithm. The presented ICOA-DLVDC technique involves two phases: EfficientDet-based
object detector and ICOA with SAE-based classification. Initially, the input images are
passed into the EfficientDet model for the detection of vehicles. Next, the detected objects
are classified by the use of SAE model. Finally, the ICOA is applied for the hyperparameter
tuning of the SAE model.
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3.1. Stage I: Object Detector

The EfficientDet model is used to detect the objects (i.e., vehicles) in the RSI. For
combining features with a top-down direction, a conventional approach, named Feature
pyramid network (FPN), was used [19]. The PANet (path aggregation network) allows
for the forward and reverse flows of feature fusion from low to high resolution. Lastly,
the Efficient-Det architecture stacks this BiFPN block. Scaling issues were addressed for
resizing the weighted BiFPN, backbone, input quality of the image, and class/box. The
EfficientDet model was validated on 100,000 photographs. The network automatically
scales from EfficientNetB0 to EfficientNetB6; therefore, the quantity of BiFPN stacks might
affect the depth and width of the networks. In most instances, EfficientDet outperforms
other OD techniques.

maximize
m

ACC(m)·
[

FLOPS(m)

T

]w
, (1)

where T refers to the target of FLOPS ACC(m) and is defined as the accuracy of the
algorithm m; FLOPS(m) denotes the FLOPS (floating point operations per second) of
the algorithm m; and w = −0.07 denotes the hyperparameter that controls the exchange
amongst FLOPS and accuracy. The EfficientNet seems to be a solid foundation.
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As a feature network, the BiFPN function accepts levels 3–7 components (P3, P4, P5,
P6, P7) from the EfficientNet (backbone network).

WBiFPN = 64 · (1.35ϕ), DBiFPN = 3 + ϕ (2)

The width of BiFPN was exponentially expanded because the levels of BiFPN should
be transformed into small integers, but it gradually enhances the depth. The depth was
continuously increased; however, the width was retained at the accurate levels of BiFPN
and formulated as follows:

Dbox = Dclass = 3 +
[ ϕ

3

]
. (3)

Considering that BiFPN exploits feature levels 3–7, the input resolution should be
dividable by 27 = 128, which implies that it linearly improves the resolution by using the
following equation:

Rinput = 512 + (ϕ)(128). (4)

Generally, a compound scaling method for OD was introduced, which exploits the
ϕ compound coefficient to enhance each feature of the input image resolution and the
backbone, featured, and class/box networks.

The Efficient-Det structure is based on the backbone network EfficientNet42. The
class/box net layers and feature network BiFPN are repeated to constitute resource con-
straints of different magnitudes.

3.2. Stage II: Classification Model

Once the objects are detected, the SAE model is utilized for classification purposes.
AE has the potential to duplicate (without learning the hidden representation) the input
dataset in the output layer because of the hidden representation, L1(x), and to maximize
the mutual information of the input dataset, x [20]. Therefore, the application of sparsity
was used to constrain AE in order to learn the hidden representation for the input dataset.
Figure 2 demonstrates the infrastructure of SAE.

The hidden unit was constrained to have a small pre-determined activation value, z.
The calculated sparsity parameter, z̆, for j hidden units, was attained via Equation (5):

z̆j =
1
N

N

∑
n=1

ojχn. (5)

In Equation (5), N indicates the number of training samples, Oj denotes the activation
(or output) of the hidden module, and xn shows the training sample with index n. The
sparsity is used to limit the j hidden units so that z̆ = z.s. The KL (Kullback–Leibler)
divergence is used for measuring the distribution deviation z from z̆ and thus enhances
the algorithm.

KL(z
∥∥z̆j
)
= z log

z
z̆j

+ (1− z)log
(1− z)(
1− z̆j

) (6)

Note that (z‖z̆) = 0 for z̆ = z. KL divergence is added to the MSE for the minimization
of cost. Thus, the cost function C(x, y; θ) is formulated in (7):

C(x, y, θ) = arg min
N

∑
=n1
{

u

∑
i=1

(xi − yi)
2 + γ(

h

∑
j=1

KL
(
z‖z̆j

)
)}. (7)

The SAE with the convolution operation can be represented as a sparse CAE (SCAE).
The ICOA is used to finetune the hyperparameter value of the SAE technique. COA is

derived from the predatory behaviors of the chimp population [21]. Attacker, driver, barrier,
and chaser are four different groups based on their behaviors during hunting. Chasing
and attacking prey are the two different hunting methods of chimps, which corresponds
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to the exploration and development phases. Each chimpanzee participating in predation
randomly changes its location to move closer to the prey as follows:

D =
∣∣∣c·xprey(t)−m·xchimp(t)

∣∣∣ (8)

xchimp(t + 1) = xprey(t)− a·d, (9)

where xchimp shows the chimp’s location vector, D denotes the distance between the prey
and the chimps, xprey indicates the prey’s location vector t signifies the existing amount of
iteration, and a, m, and c represent coefficient vectors.

a = 2· f ·r1 − f (10)

c = 2·r2 (11)

m = Chaotic−value (12)
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During the iteration, the value of f reduces from 2.5 to 0, r1 and r2 denotes the random
vector within [0, 1], and m refers to the chaotic vector computed based on the chaotic map.
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The present optimum solution (the first attacker), barrier, chaser, and driver are
informed about the target position, and other members are forced to update the locations
based on the optimum location of chimps.

dAttacker =|c1xAttacker −m1x|
dBarrier =|c2xBarrier −m2x|
dChaser =|c3xChaser −m3x|
dDriver =|c4xDriver −m4x|

(13)


V1 = xAttacker − a1(dAttacker)
V2 = xBarrier − a2(dBarrier)
V3 = xChaser − a3(dChaser)
V4 = xDriver − a4(dDriver)

(14)

x(t + 1) =
V1 + V2 + V3 + V4

4
, (15)

where dAttacker, dBarrier, dChaser, and dDriver denote the distance between 4 kinds of chimps
and their target in the existing group; xAttacker, xBarrier, xChaser, and xDriver indicate the
location vector relative to the prey; V1, V2, V3, and V4 characterize their location update
vector; x(t + 1) shows the location of t + 1 generation chimps; and a1 ∼ a4, m1 ∼ m4, and
c1 ∼ c4 denote the coefficient vector. The chimps release hunting responsibility after food
satisfaction and scramble to obtain food. These chaotic behaviors assist in preventing the
model from becoming trapped in local optima.

xchimp(t + 1) =
{

xprey(t)− a·d, i f µ < 0.5
Chaotic−value, i f µ ≥ 0.5

(16)

In Equation (16), µ represents a randomly generated value within [0,1] and
Chaotic−value shows the chaotic mapping.

In ICOA, reverse learning is used to attain the reverse solution of an individual
and, later, retained the individual with the higher fitness value to enhance the individual
quality of COA and the population diversity. The refraction of light was combined with
reverse learning. The refraction angle takes place while attaining the reverse location of
the existing individuals, thereby optimizing the generalization capability of the algorithm
and extending the search range of the individual. The upper and lower boundaries of the
search region are represented as u and l; correspondingly, χ ∈ [u, l] and O represent the
midpoint of the [u, l] interval.{

sinθ1 = ((u + l)/2− x)/|PO|
sinθ2 = (x/− (u + l)/2)/|OQ| (17)

η =
sinθ1

sinθ2
, (18)

where η signifies the refractive index. Consider k =|PO|/|OQ|; thenm the refraction
reverse learning solution was defined:

x′ =
u + l

2
+

u + l
2kη

− x
kη

. (19)

The common form of the inverse solution was attained by expanding Equation (19) to
n-dimensional space.

x′i =
ui + li

2
+

ui + li
2kη

− xi
kη

(20)

In Equation (20), ui and li denote the ith dimension of the upper and lower boundaries,
respectively. Thus, the study introduced hyper-parametric ω. According to dissimilar
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iteration processes, it adaptively adjusts to improve the randomness of the solution enhance
the capability of the model with respect to escaping the local optimum.{

x′i =
ui+li

2 + ui+li
2ω −

xi
ω

ω =σ
2 −

(
et/T−1

e−1

)σ (21)

In Equation (21), T embodies the iteration count and t shows the existing iteration
count. σ controls the attenuation rate of ω; the larger the σ, the slower ω decays. By using
the greedy approach, individuals with lower fitness value are rejected while individuals
with high fitness value are retained after attaining the reverse location of chimps, as follows:

xupdate = max_ f itness
(
xi, x′i

)
. (22)

The ICOA method derives an FF to achieve high efficiency of classification. It de-
scribes a positive integer to portray the better outcomes of the solution. The decline of the
classification error rate is considered FF.

f itness(xi) = Classi f ierErrorRate(xi)

= No. o f misclassi f ied samples
Total No. o f samples ∗ 100

(23)

4. Results and Discussion

The proposed model is simulated using the Python 3.6.5 tool on PC i5-8600k, GeForce
1050Ti 4GB, 16GB RAM, 250GB SSD, and 1TB HDD. The parameter settings are given as
follows: learning rate: 0.01; dropout: 0.5; batch size: 5; epoch count: 50; activation: ReLU.

The experimental evaluation of the ICOA-DLVDC technique is performed on two
datasets: the VEDAI [22] and ISPRS Postdam [23] datasets. The former dataset includes
3687 images; and the latter dataset has 2244 images. Tables 1 and 2 defined a detailed
description of the two datasets. Figure 3 depicts the sample images.

Table 1. Details of VEDAI dataset.

Class No. of Instances

Car 1340

Truck 300

Van 100

Pickup Car 950

Boat 170

Camping Car 390

Other 200

Plane 47

Tractor 190

Total Instances 3687

Table 2. Details on ISPRS Postdam dataset.

Class No. of Instances

Car 1990

Truck 33

Van 181

Pickup Car 40

Total Instances 2244
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Figure 4 illustrates the classifier outcomes of the ICOA-DLVDC method under the
VEDAI dataset. Figure 4a,b describes the confusion matrix presented by the ICOA-DLVDC
technique at 70:30 of the TR set/TS set. The figure denoted that the ICOA-DLVDC method
has detected and classified all nine class labels accurately. Similarly, Figure 4c demonstrates
the PR examination of the ICOA-DLVDC system. The figure showed that the ICOA-DLVDC
method has accomplished maximal PR outcomes under nine classes. Finally, Figure 4d
demonstrates the ROC examination of the ICOA-DLVDC method. The figure demonstrates
that the ICOA-DLVDC method has resulted in proficient outcomes with the highest ROC
values under nine class labels.

In Table 3, the vehicle classification outcomes of the ICOA-DLVDC method on the
VEDAI dataset are reported. The table values state that the ICOA-DLVDC technique
properly recognized all the vehicle types. With 70% of the TR set, the ICOA-DLVDC
technique gains average accuy, precn, recal , Fscore, and MCC of 99.43%, 96.66%, 94.45%,
95.43%, and 95.15% respectively. Moreover, with 30% of the TS set, the ICOA-DLVDC
method gains average accuy, precn, recal , Fscore, and MCC of 99.50%, 97.27%, 94.45%, 95.94%,
and 95.72%, respectively.

Figure 5 shows the training accuracy TR_accuy and VL_accuy of the ICOA-DLVDC
method on the VEDAI dataset. The TL_accuy is determined by the evaluation of the ICOA-
DLVDC technique on the TR dataset; whereas the VL_accuy is computed by evaluating the
performance on a separate testing dataset. The outcomes demonstrate that TR_accuy and
VL_accuy increase with an upsurge in epochs. Thus, the performance of the ICOA-DLVDC
method is improved on the TR and TS datasets, with a rise in several epochs.



Remote Sens. 2023, 15, 4600 10 of 18

Remote Sens. 2023, 15, x FOR PEER REVIEW 10 of 20 

 

 

Figure 4 illustrates the classifier outcomes of the ICOA-DLVDC method under the 
VEDAI dataset. Figure 4a,b describes the confusion matrix presented by the ICOA-
DLVDC technique at 70:30 of the TR set/TS set. The figure denoted that the ICOA-DLVDC 
method has detected and classified all nine class labels accurately. Similarly, Figure 4c 
demonstrates the PR examination of the ICOA-DLVDC system. The figure showed that 
the ICOA-DLVDC method has accomplished maximal PR outcomes under nine classes. 
Finally, Figure 4d demonstrates the ROC examination of the ICOA-DLVDC method. The 
figure demonstrates that the ICOA-DLVDC method has resulted in proficient outcomes 
with the highest ROC values under nine class labels. 

 
Figure 4. Performance on VEDAI datasets: (a,b) confusion matrices; (c) PR_curve; (d) ROC_curve. 

In Table 3, the vehicle classification outcomes of the ICOA-DLVDC method on the 
VEDAI dataset are reported. The table values state that the ICOA-DLVDC technique 
properly recognized all the vehicle types. With 70% of the TR set, the ICOA-DLVDC tech-
nique gains average 𝑎𝑐𝑐𝑢  , 𝑝𝑟𝑒𝑐  , 𝑟𝑒𝑐𝑎  , 𝐹𝑠𝑐𝑜𝑟𝑒 , and MCC of 99.43%, 96.66%, 94.45%, 
95.43%, and 95.15% respectively. Moreover, with 30% of the TS set, the ICOA-DLVDC 
method gains average 𝑎𝑐𝑐𝑢 , 𝑝𝑟𝑒𝑐 , 𝑟𝑒𝑐𝑎 , 𝐹𝑠𝑐𝑜𝑟𝑒, and MCC of 99.50%, 97.27%, 94.45%, 
95.94%, and 95.72%, respectively. 

Figure 4. Performance on VEDAI datasets: (a,b) confusion matrices; (c) PR_curve; (d) ROC_curve.

Table 3. Vehicle classifier outcome of ICOA-DLVDC technique on VEDAI dataset.

Labels Accuy Precn Recal Fscore MCC

Training Phase (70%)

Car 98.91 98.62 98.41 98.51 97.66

Truck 99.38 96.21 96.21 96.21 95.87

Van 99.88 96.97 98.46 97.71 97.65

Pickup Car 99.26 97.77 99.40 98.58 98.09

Boat 99.46 94.78 93.16 93.97 93.69

Camping Car 99.34 95.70 98.16 96.91 96.56

Other 99.38 97.76 90.97 94.24 93.99

Plane 99.65 96.67 78.38 86.57 86.88

Tractor 99.61 95.45 96.92 96.18 95.98

Average 99.43 96.66 94.45 95.43 95.15
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Table 3. Cont.

Labels Accuy Precn Recal Fscore MCC

Testing Phase (30%)

Car 98.83 98.98 97.74 98.36 97.45

Truck 99.55 94.68 100.00 97.27 97.06

Van 99.73 94.44 97.14 95.77 95.64

Pickup Car 99.28 97.95 99.31 98.62 98.14

Boat 99.46 97.96 90.57 94.12 93.91

Camping Car 99.64 96.72 100.00 98.33 98.15

Other 99.55 94.74 96.43 95.58 95.34

Plane 99.82 100.00 80.00 88.89 89.36

Tractor 99.64 100.00 93.33 96.55 96.43

Average 99.50 97.27 94.95 95.94 95.72
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In Figure 6, the TR_loss and VR_loss outcomes of the ICOA-DLVDC method on the
VEDAI dataset are shown. The TR_loss defines the error among the predictive performance
and original values on the TR data. The VR_loss represents the measure of the performance
of the ICOA-DLVDC technique on individual validation data. The results indicate that the
TR_loss and VR_loss tend to decrease with rising epochs. They portray the enhanced per-
formance of the ICOA-DLVDC method and its capability to generate accurate classification.
The reduced value of TR_loss and VR_loss demonstrates the enhanced performance of the
ICOA-DLVDC technique in capturing patterns and relationships.
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Figure 6. Loss curve of the ICOA-DLVDC technique on the VEDAI dataset.

The comparison study of the ICOA-DLVDC technique with other DL models on the
VEDAI dataset is highlighted in Table 4 and Figure 7 [24]. The outcomes show that the
ICOA-DLVDC technique accomplishes improved performance with an accuy of 99.50%. On
the other hand, the CSOTL-VDCRS, LeNet, AlexNet, and VGG-16 models achieve reduced
performance with accuy of 98.07%, 79.78%, 88.98%, and 94.46%, respectively.

Table 4. Accuy outcome of the ICOA-DLVDC technique with recent methods on the VEDAI dataset.

VEDAI Dataset

Methods Accuracy (%)

ICOA-DLVDC 99.50
CSOTL-VDCRS 98.07
LeNet Model 79.74
AlexNet Model 88.98
VGG-16 Model 94.46

Figure 8 illustrates the classifier results of the ICOA-DLVDC technique on the ISPRS
Postdam dataset. Figure 8a,b demonstrates the confusion matrix presented by the ICOA-
DLVDC system at 70:30 of the TR set/TS set. The figure demonstrates that the ICOA-
DLVDC method has detected and classified all four class labels accurately. Similarly,
Figure 8c demonstrates the PR examination of the ICOA-DLVDC model. The figure shows
that the ICOA-DLVDC technique has accomplished high PR outcomes under four classes.
Lastly, Figure 8d elucidates the ROC examination of the ICOA-DLVDC model. The figure
shows that the ICOA-DLVDC method has resulted in proficient outcomes, with the highest
ROC values under four class labels.
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In Table 5, the vehicle classification outcomes of the ICOA-DLVDC technique on
the ISPRS Postdam dataset are reported. The table values stated that the ICOA-DLVDC
technique properly recognized all the vehicle types. With 70% of the TR set, the ICOA-
DLVDC method gains average accuy, precn, recal , Fscore, and MCC of 99.52%, 96.86%,
95.12%, 95.79%, and 94.77%, respectively. Furthermore, with 30% of the TS set, the ICOA-
DLVDC method gains average accuy, precn, recal , Fscore, and MCC of 99.70%, 95.90%,
95.90%, 95.90%, and 95.15%, respectively.

Table 5. Vehicle classifier outcome of the ICOA-DLVDC technique on the ISPRS Postdam dataset.

Labels Accuy Precn Recal Fscore MCC

Training Phase (70%)

Car 99.11 99.35 99.64 99.50 95.55

Truck 99.87 91.30 100.00 95.45 95.49

Van 99.43 96.77 96.00 96.39 96.08

Pickup Car 99.68 100.00 84.85 91.80 91.96

Average 99.52 96.86 95.12 95.79 94.77

Testing Phase (30%)

Car 99.41 99.67 99.67 99.67 97.00

Truck 100.00 100.00 100.00 100.00 100.00

Van 99.70 98.21 98.21 98.21 98.05

Pickup Car 99.70 85.71 85.71 85.71 85.56

Average 99.70 95.90 95.90 95.90 95.15

Figure 9 shows the training accuracy TR_accuy and VL_accuy of the ICOA-DLVDC
technique on the ISPRS Postdam dataset. The TL_accuy is determined by the evaluation
of the ICOA-DLVDC technique on the TR dataset; whereas the VL_accuy is computed by
evaluating the performance on a separate testing dataset. The outcomes demonstrate that
TR_accuy and VL_accuy increase with an upsurge in epochs. As a result, the performance
of the ICOA-DLVDC technique is improved on the TR and TS dataset, with a rise in the
number of epochs.
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In Figure 10, the TR_loss and VR_loss outcomes of the ICOA-DLVDC technique on
ISPRS Postdam dataset are shown. The TR_loss defines the error among the predictive
performance and original values on the TR data. The VR_loss represents the measure of
the performance of the ICOA-DLVDC technique on individual validation data. The results
indicate that the TR_loss and VR_loss tend to decrease with rising epochs. The portray the
enhanced performance of the ICOA-DLVDC technique and its capability to generate accu-
rate classification. The reduced value of TR_loss and VR_loss demonstrates the enhanced
performance of the ICOA-DLVDC technique in capturing patterns and relationships.
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The comparison analysis of the ICOA-DLVDC method with other DL techniques [24]
on the ISPRS Postdam dataset is highlighted in Table 6 and Figure 11. The outcome specified
that the ICOA-DLVDC technique accomplishes improved performance, with an accuracy of
99.70%. On the other hand, the CSOTL-VDCRS, LeNet, AlexNet, and VGG-16 models achieve
reduced performance, with accuraciwa of 98.67%, 94.54%, 95.86%, and 89.54%, respectively.

Table 6. Accuy outcome of ICOA-DLVDC technique with recent methods on ISPRS Postdam dataset.

Methods Accuracy (%)

ICOA-DLVDC 99.70

CSOTL-VDCRS 98.67

LeNet Model 94.54

AlexNet Model 95.86

VGG-16 Model 89.54
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5. Conclusions

In this study, we have introduced the ICOA-DLVDC technique for automated vehicle
detection and classification on RSI. In the presented ICOA-DLVDC technique, DL-based ob-
ject detectors and classifiers are applied. The presented ICOA-DLVDC technique involves
two phases: EfficientDet-based object detector and ICOA with SAE-based classification.
An extensive set of experiments has been conducted to highlight the improved vehicle
classification outcomes of the ICOA-DLVDC method. The experimental outcomes demon-
strated the remarkable performance of the ICOA-DLVDC technique over other recent
approaches, with maximum accuracy of 99.70% and 99.50% on the VEDAI dataset and the
ISPRS Postdam dataset, respectively. In the future, we will examine the performance of the
ICOA-DLVDC algorithm in different environments, such as day and night times, as well as
cloudy and rainy environments. In addition, the computational time of the proposed model
can be examined in the future. Moreover, the vehicle detection results can be integrated
into geographic information systems (GIS) for better spatial analysis and decision-making.
Finally, lightweight models can be developed for edge computing and deployment on
resource-constrained devices such as drones and IoT devices.
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