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Abstract: The infrared small target detection technology has a wide range of applications in maritime
defense warning and maritime border reconnaissance, especially in the maritime and sky scenes for
detecting potential terrorist attacks and monitoring maritime borders. However, due to the weak
nature of infrared targets and the presence of background interferences such as wave reflections and
islands in maritime scenes, targets are easily submerged in the background, making small infrared
targets hard to detect. We propose the multidimensional information fusion network(MIFNet) that
can learn more information from limited data and achieve more accurate target segmentation. The
multidimensional information fusion module calculates semantic information through the attention
mechanism and fuses it with detailed information and edge information, enabling the network to
achieve more accurate target position detection and avoid detecting one target as multiple ones,
especially in high-precision scenes such as maritime target detection, thus effectively improving
the accuracy and reliability of detection. Moreover, experiments on our constructed dataset for
small infrared targets in maritime scenes demonstrate that our algorithm has advantages over other
state-of-the-art algorithms, with an IoU of 79.09%, nloU of 79.43%, F1 score of 87.88%, and AuC
of 95.96%.

Keywords: infrared maritime images; small infrared target detection; feature fusion; gradient
information; attention mechanism

1. Introduction

The automatic monitoring and detection of targets on the sea surface have significant
scientific research and practical application significance in maintaining national sovereignty
and safeguarding maritime rights and interests. Compared to radar imaging methods,
infrared imaging is a passive imaging method with strong resistance to smoke interference,
longer detection distance, and wider temporal applicability. Infrared small target detec-
tion technology has been widely used in fields such as maritime defense and maritime
surveillance in sea-sky scenes.

However, in general, targets are far away from the observation equipment, and
infrared small targets occupy very few pixels in the image, appearing as patches or even
dots, lacking effective shape features [1], as well as lacking texture, color, and shape features
of common objects [2]. At the same time, in practical applications, sea surface scenes are
complex and often contain static or slowly varying clutter, such as sea-sky lines, cloud
clusters, and islands, as well as dynamic clutter, such as fish-scale light and sun glint. In
harsh environments, strong wave clutter may also occur, making targets easily submerged
in complex backgrounds. Based on these circumstances, infrared small target detection has
great application value and research value but faces significant challenges.
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Infrared small target detection technology can be divided into Track Before Detect
(TBD) [3-6] and Detect Before Track (DBT) according to the order of utilizing prior informa-
tion [7]. TBD can handle low signal-to-noise ratio situations but generally requires high
computational complexity, making it difficult to detect high-speed targets. On the other
hand, DBT algorithms generally have lower complexity and can meet real-time require-
ments, making them widely deployed on hardware platforms and widely applied in various
fields. The quality of DBT algorithms is determined by single-frame infrared small target
detection algorithms, making them a research hotspot. Currently, mainstream single-frame
infrared small target detection algorithms can be divided into deep learning-based algo-
rithms and traditional feature extraction-based algorithms. Traditional algorithms can be
further divided into filter-based algorithms [8,9], human vision-inspired algorithms [10,11],
and optimization-based methods [12-14]. Filter-based algorithms assume that there is a
contrast difference between the target and the background, making high-contrast regions
more likely to be targeted. In optimization-based methods, the target class is treated as a
sparse matrix, while the background class is treated as a low-rank matrix. The goal is to
continuously optimize the separation of low-rank and sparse matrices to achieve target
detection. These methods heavily rely on handcrafted features, and their performance
weakens when the pre-designed features do not match the actual scenarios.

Unlike traditional algorithms that rely on handcrafted features, deep learning methods
rely on a large amount of data to learn target features [15-17]. It has achieved remarkable
results in terms of speed and accuracy in object detection on general datasets. Dai et al.
proposed the ACM [18], which combines high-level semantic information with low-level
details and uses the U-net and FPN network structures suitable for extracting multiscale
features to detect small infrared targets. Although these methods have achieved significant
achievements, they still face some challenges when applied to the detection of small infrared
targets in marine and aerial scenes [19]. Due to the sensitivity of the data, efficiently utilizing
the limited data to ensure the effectiveness of the algorithm in similar scenarios becomes a
key task. Therefore, we must delve into the image information that can effectively describe
the targets. More importantly, the targets and backgrounds in the marine environment are
complex and diverse. The direct application of models trained on general object detection
datasets or specific non-marine small object detection datasets to marine target detection
still needs to be verified for its effectiveness.

This paper explores an infrared small target detection algorithm in marine and aerial
scenes that utilizes edge information, detail information, and semantic information for mul-
tidimensional information fusion. Specifically, it consists of three information processing
channels. Firstly, the input infrared image is processed by a multiscale object detection FPN
network to extract semantic information. Then, the input infrared image is simultaneously
processed by the edge information extraction module and the detail information extraction
module to extract edge information and detail information, respectively. As shown in
Figure 1, the three types of information, with semantic information as the main component,
detail information, and edge information as the auxiliary, are fused and processed by the
FCN module to obtain the detection results. Additionally, considering that the weights
of different layers in the fusion process of FPN cross-level connections are different, we
design a multiscale information fusion module to address this issue. Experimental results
on our dataset demonstrate that our algorithm outperforms state-of-the-art algorithms in
terms of IoU, nloU, F1, and AuC metrics.

The main contributions of this study are as follows:

a.  We propose an infrared small target detection model that demonstrates excellent
performance on a dataset specifically designed for infrared small targets in maritime
and aerial scenes. We introduce an edge information extraction module, which not
only compensates for the loss of target information caused by downsampling but
also provides edge information to enable more precise target detection;
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b.  We draw inspiration from the deeplab network structure and introduce shallow

feature maps with richer detailed information in the last stage to further reduce the
loss caused by downsampling;

c. We propose a fusion mechanism that combines semantic information with detail
and edge information. This mechanism first extracts semantic information from the
FPN baseline network and then organically integrates all three components using an
attention mechanism;

d.  Experimental results on the dataset compared with other state-of-the-art algorithms
demonstrate the excellent performance of our algorithm. It can effectively extract
and learn the features of the targets.

Edge Information

Semantic Information

Detail Information

Figure 1. Main motivation.

The organizational structure of the entire article is as follows: In Section 2, the frame-
work of the network and specific algorithm details are presented. Section 3 delves into our
experimental details, results, and a comparative analysis of our algorithm against others.
Section 4 comprehensively discusses and analyzes the experimental results. Finally, in
Section 5, a comprehensive summary of the article is provided.

2. Materials and Methods
2.1. Related Work
2.1.1. Infrared Small Target Detection

Presently, the categorization of infrared small target detection algorithms in the context
of maritime and sky scenes can be divided into single-frame-based detection methods and
multi-frame-based detection methods. In the realm of multi-frame methods, approaches en-
compass particle filtering [5], Markov random fields [6], pipeline filtering [8], and dynamic
programming [9], among others. Traditional single-frame-based infrared target detection al-
gorithms can be further grouped into filter-based methods, visual saliency-based methods,
and matrix decomposition-based methods.

Spatial filtering methods enhance the signal-to-noise ratio of infrared targets and sup-
press background noise by constructing filters. Notable algorithms include the Tophat [8]
filter, Maxmean [9] filter, etc. These methods offer high real-time processing speed and
simplicity. However, when encountering complex cloud layers or sea clutter, they might
diverge from the underlying algorithm assumptions, leading to elevated false alarms.

Saliency detection methods emphasize the differences in grayscale values between
objects and backgrounds akin to spatial filtering. This category includes Gaussian difference
filters, Gaussian Laplacian filters, Gabor filters, second-order directional derivative filters,
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and more. In 2013, Chen et al. proposed the Local Contrast Model (LCM) [10] based
on the contrast differences between an image and its neighborhood. Although LCM is
straightforward and effective, its effectiveness is limited to relatively bright targets against a
background, and it might inadvertently enhance brighter noise, thereby resulting in a high
false alarm rate. Subsequently, Wei et al. extended LCM to the MPCM model [11], which
can detect both bright and dark targets but lacks adaptive threshold selection. Nevertheless,
in complex scenarios, the prevalence of background interference often leads to high false
alarm rates in these methods.

In recent years, low-rank sparse decomposition has garnered significant attention in
the field of infrared small target detection due to its promising background suppression
capabilities. IPI [12] is an exemplary model that treats targets as sparse matrices and
backgrounds as low-rank components, constructing target patch models using local patches.
Given that small targets occupy only a fraction of the entire image, this sparse hypothesis is
suitable for diverse scenes. However, IPI preserves strong edge features of targets, resulting
in time-consuming processing. Many researchers assume that targets come from multiple
subspaces, leading to approaches like LRR [20], SMSL [21], and SRWS [13]. Zhang et al. [14]
introduced the Partial Sum of the Tensor Nuclear Norm (PSTNN) model, employing the
tensor nuclear norm and weighted L1 norm to suppress background effectively while
retaining targets.

With the advancement of deep learning, researchers have increasingly turned to data-
driven methods to address infrared weak small target detection challenges. Prominent
algorithms include Fast RCNN [22-24], YOLO [25-30], as well as the Transformer initially
applied in natural language processing. Unet and FPN are common network models
in the field of infrared target detection, integrating high-level semantic information and
low-level structural details. In 2021, Dai et al. introduced the ACM model [18], which
combines non-local attention mechanisms with bidirectional pathways for cross-layer
fusion. ISNet [19] employs Taylor finite difference edge blocks and bidirectional attention
aggregation modules to ensure precise edge capture. AGPC [31] integrates an Attention-
Guided Context Block (AGCB) to discern pixel correlations within and across distinct
scales, and it further incorporates a Context Pyramid Module (CPM) for multiscale context
information fusion. Li et al. [32] proposed a Dense Nested Attention Network (DNANet),
where tri-directional interaction modules are densely nested, enhancing various depths of
the UNet architecture. This augmentation significantly bolsters the model’s performance in
small target detection. However, the application of deep learning in this domain remains
in the developmental phase due to the inherent sensitivity of infrared data.

2.1.2. Attention Mechanism

Attention mechanisms in deep learning refer to methods that redirect focus toward
crucial regions within an image while disregarding irrelevant portions [33]. Attention mech-
anisms can be conceptualized as dynamic selection processes. These processes adaptively
weight features based on their significance within the input, thus facilitating the genera-
tion of weighted features. Due to its excellent performance, attention mechanisms have
been widely applied in neural networks, and various attention mechanisms are constantly
evolving, such as SE-net [34], CBAM [35], EMANet [36], CCNet [37], and HamNet [38].
SEnet generates optimal feature maps through squeeze and excitation. CBAM enhances
feature maps from both channel-wise and spatial-wise perspectives using channel atten-
tion modules and spatial attention modules. As the name suggests, the channel attention
mechanism computes the significance level of each channel, making it commonly applied
within convolutional neural networks. Among the established channel attention methods,
the SENet model stands out. By learning inter-channel relationships, SENet enhances the
network’s expressive capability in feature representation, subsequently boosting model
performance. The spatial attention mechanism shares a similar essence with the channel
attention mechanism, with the former concentrating on capturing spatial importance by in-
troducing attention modules. This enables the model to adaptively learn attention weights
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for distinct regions. This approach allows the model to emphasize crucial image areas while
disregarding less significant regions. Notably, the Convolutional Block Attention Module
(CBAM) is a prime example, seamlessly integrating channel and spatial attention. CBAM
aims to augment the convolutional neural network’s capacity to focus on image content.
EMANet approaches self-attention from an Expectation Maximization (EM) perspective.
It introduces EM attention, utilizing the EM algorithm to derive a concise set of basis
vectors rather than utilizing all points as reconstruction bases. In the context of CCNet,
self-attention operations are conceptualized as graph convolutions. Instead of densely
connected graphs handled by self-attention, CCNet introduces sparsely connected graphs.
To achieve this, it introduces cross attention, involving both row and column attention
mechanisms to capture global information comprehensively.

2.1.3. Edge Information

Edge features in images have always been the focus of scholars” attention [39]. Recently,
researchers have been exploring the integration of edge information to tackle challenges
in semantic segmentation. For instance, RPCNet [40] introduced an iterative pyramid
context module, merging semantic edge detection and semantic segmentation within a
unified multi-task learning framework. GSCNN [41] integrates shape flow to explicitly
extract edge information, embedding it into the regular flow features. DFEN [42] devised a
depth-supervised edge network for enhancing the prediction of semantic edge. However,
works such as [41,43] often solely utilize the deepest layer features for representing both
semantic segmentation heads and edge detection heads, overlooking the potential of
hierarchical convolution features at different stages. Considering that high-level features
aid in classifying object categories and low-level features preserve fine image structures,
it is imperative to comprehensively exploit hierarchical features across multiple stages to
enhance both semantic segmentation and boundary detection.

2.2. Method

In this section, we describe MIFNet in detail. The following subsections detail the
overall architecture, edge information extractor, multiscale information fusion module,
multiple information fusion module, and training loss function of the proposed MIFNet.

2.2.1. Overall Architecture

The overall framework of the infrared maritime small target detection network based
on edge information assistance is shown in Figure 2. Firstly, in one branch, the infrared
image is fed into the FPN backbone network, while in another branch, the infrared image
is input into the edge information extraction module. At the same time, the infrared
image is fed into the detail module to enhance the extraction of detailed information. The
main network adopts the mainstream FPN architecture, with Resnet-20 as the backbone
network. The detailed structure of the baseline network is shown in Table 1. Features are
extracted from different layers to obtain x2, x3, and x4. The input infrared image undergoes
stage one processing to obtain feature map x2. X2 is then fused with x6 through the MSF
(multiscale information fusion module) module. x2 undergoes stage two processing to
obtain feature maps x3 and x4, which are then fused into x5 through the MSF module.
The MSF module is detailed in Section 2.1.3. In the MSF module, high-level feature maps
with rich semantic information are processed by the Channel Attention and Pixel Attention
modules to generate a weight that guides the fusion of different scale information contained
in high-level and low-level feature maps extracted from the previous stage. Additionally,
high-level feature maps with semantic information processed by the Channel Attention
module can make the feature maps pay more attention to regions of interest in images.
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Figure 2. Overall Architecture.
Table 1. BNet backbones.
Stage Output Backbone
Stage one HxW {3 X 3c0nv,16} b
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In addition, the input infrared image is processed by the edge information extraction
module and the detail information extraction module, respectively, to obtain the edge
and detail information of the infrared image. Finally, in the decision stage, the fusion is
performed by the multidimensional information fusion module, and the binary image
containing the target position information is obtained through the FCN module. Addition-
ally, the input infrared image is individually processed by the edge information extraction
module and the detail information extraction module, respectively, to obtain the edge
information and the detail information of the infrared image. Then, in the decision stage,
the fusion is performed by the multidimensional information fusion module, and the binary
image containing the target position information is obtained through the FCN module. The
pseudocode for the MIFNet is presented in Algorithm 1.

Algorithm 1: The Method Processing of an Image

Input: An Infrared Image
begin

Do abstract feature extraction
Xy = X1 ® Resnetl

X3 = X5 ® Resnet2

X4 = X3 ® Resnet3

X7 = X1 ® SConv

Xg = X1 ® BConv

End

Do FPN feature fusion

X5 = MSFM(Xy, X3)

Xg = MSFM(Xs5, X3)

End

Do Multiple dimension information fusion
X9 = MIF(X¢, X7,Xs)

result = FCN(Xo)

End

Output: Binary Mask Image
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MIFNet adopts FPN as the network framework and uses Resnet-20 as the backbone
network to extract semantic features, as shown in Table 1. As illustrated in Figure 2, when
an infrared image with a height of H and width of W is input into the network, it goes
through the detail information extraction module, edge information extraction module,
and semantic information extraction module separately. After processing and fusion, it
outputs a binary mask image with target value 1. Due to its ability to simultaneously fuse
high-level features with low resolution and high semantic information, as well as low-level
features with high resolution but low semantic information, FPN has been widely applied
in the field of object detection. In FPN, the high-resolution information from lower layers
is transmitted to higher layers through cross-layer connections, enabling the network to
integrate features at different scales and reduce information loss during downsampling
processes.

2.2.2. Edge Information Extractor

During the downsampling process, the resolution of the image gradually decreases.
We observed that edge information can be combined with deep learning methods to
complement the loss of image resolution.
For all input infrared images, the processing flow of the edge information branch is
as follows:
Xjp = Conv2d(x;, kernely) 1)

x;, = Conv2d(xy, kernely) (2)

where Conv2d represents the two-dimensional convolution operation, x; is the i-th input
channel, and kernel;, and kernel, are the vertical and horizontal convolution kernels. In this
paper, the configuration of the convolution kernel is as shown in Equation (1):

0 -1 0

kernel, = [0 0 0 ®3)
0 1 0]
0 —1 0]

kernel,= 10 0 0 4)
0 1 0]

After calculating the horizontal and vertical gradients separately, the final gradient is
calculated using the formula shown in Equation (2):

Xi = \[Xiy T X ®)

2.2.3. Multiscale Information Fusion Module

In the semantic information extraction module, we use cross-layer connections to
fuse feature maps of different scales. Inspired by the non-local idea [18], we employ a
non-modulation demodulation fusion mechanism to fuse information from different layers.
Inspired by BiseNet [44] and DMANet [45], we adopt a two-branch architecture to use
semantic information. MSF (Multiscale Information Fusion) module consists of Channel
Attention and Pixel Attention, and the final fusion is performed by elementwise addition.
The structure of Module MSFM is depicted in Figure 3.

Compared to other fusion modules, our MSFM module tends to focus more on se-
mantic information, with shallow-level details serving as supplementary components. Due
to the typically small proportion of infrared targets in images, they often lack detailed
information and texture. Therefore, we have devised the Channel Attention mechanism to
enhance targets by reinforcing channel-related information, which enhances the network’s
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overall attention toward the targets. As shown in the diagram, the formula for Channel
Attention can be summarized as follows:

MSFM(Fp, Fs) = (a ® (CA(Fp))) © (((1 — &) ® (Fs) ® CA(X)))) (6)
Fyp = CA(Fp) == o(B(W26(B(W1Fp)))) )
a = PA(Fp) = oc((WS6(B(WEMm)))) ®)

0,0, B, W, ®, ® represents the Sigmoid function, Rectified Linear Unit(ReLU), Batch
Normalization(BN), Convolution function, add function, and element-wise multiplica-
tion, respectively. Fp represents the deep feature map containing semantic information,
Fs represents the shallow feature map containing detail information, CA represents the
channel attention mechanism, PA represents the pixel attention mechanism, & represents
the dynamic weights obtained by fusing guidance information extracted from the deep
feature map, and Fy; represents Fp after channel attention.

H*W*C
fl) fy Conv+BN
ReLu
Tt (—
LA A 4
‘ AvgPool Channel ‘ Conv+BN
Attention - -
IRENIRE I Sigmoid
Conv+BN .
Pixel H*W*(
ReLu Attention
e € |
Conv+BN & o -0 &
Sigmoid
1>
VanY

T

Figure 3. Multiscale Information Fusion Module.

2.2.4. Multiple Information Fusion Module

The MIF (Multiple Information Fusion) module is designed to guide the fusion of
edge features and enrich detailed information using semantic information. As shown in
the figure, the context branch contains rich semantic information but lacks specific spatial
and geometric information. On the other hand, the detailed branch preserves relatively
rich spatial details. Additionally, due to the differences between infrared targets and the
environment, we introduce edge information as a supplement. The structural layout of
Module MIF aligns with the visual representation presented in Figure 4.

The extracted semantic information is guided by weights obtained through global
average pooling, convolution blocks, batch normalization, and the Sigmoid function. Based
on these guided weights, different weights are assigned and multiplied into the edge
information feature map and detail information feature map. The formula is as follows:

MIF(Fg, Fs, Fp) = Conv((a ® Fg) & (((1 — ) ® (Fp)))) ©)

a = SW(Fs) = o((B(Wfp))) (10)
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The formula for average pooling is as follows:

fo = Fap(Fp) = Fli,]] (11)

o, B, W, ®, ® represents the Sigmoid function, Batch Normalization(BN), Convolution
function, add function, and element-wise multiplication, respectively. Fp represents edge
information, Fs represents semantic information, Fp represents detail information, SW
represents the mechanism for generating semantic information guided weights, and «
represents dynamic weights fused from the guided information extracted from semantic

information.
H*W*C ) )
FB ﬁD ‘[-‘s
AvgPool
1*¥1*C
Conv+BN
Semantic
Sigmoid Informatio
Extractor
1*1*3
o l-o
ﬁ; 2 Me .
> H*W*(
R SN BN
Conv ReLu
Conv
H*W*C

Figure 4. Multiple dimension Fusion Module.

2.2.5. Loss Function

Due to the issue of positive-negative sample imbalance between infrared small targets
and background, we employ a soft margin loss function during the network training
process. The formula for this loss function is defined as follows:

Zi,jxi/f “Sij

i %+ Xij = i+ Sij

isofffloU(xrs) = (12)

s € R"*W represents the predicted target score map, while x € R*W

annotated ground truth target image.

represents the

3. Results

In this section, a series of experiments were conducted to validate the effectiveness
of our method. Firstly, we briefly introduced the evaluation metrics used to validate the
algorithm. Then, the dataset used for validation was described. Subsequently, the algorithm
was tested qualitatively and quantitatively. Finally, a series of ablation experiments were
conducted to demonstrate the effectiveness of the added module. In the following equation,
N represents the total number of samples, and TP, FP, TN, EN, T, and P, respectively,
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represent true positives, false positives, true negatives, false negatives, true positives, and
positives.

3.1. Evaluation Metrics

(1) Intersection over Union (IoU) is a pixel-level evaluation metric used to assess
the contour description capability of an algorithm [18]. It is calculated as the ratio of the
intersection area between the predicted region and the ground truth label to the union area

of the two, as shown below:
TP

T T+P-TP
(2) Normalized Intersection over Union (nloU) is a metric specifically designed to

evaluate the performance of infrared small target detection [18], aiming to avoid the

influence of large target segmentation on the evaluation metric. It is defined as follows:

IoU (13)

1 Y TPli]
nloll = ; T[] + P[i] — TP[]

(14)

(3) The Receiver Operating Characteristic (ROC) curve is used to describe the re-
lationship between the True Positive Rate (TPR) and the False Positive Rate (FPR) [19].

TP FP
TPR=—"— FPR= —"——
TP+ FN FP+TN

(4) The F1-measure [46] is a key metric used to evaluate algorithm performance. It
calculates the harmonic mean of precision and recall, effectively capturing both dimensions.
This metric encompasses the inherent trade-off relationship between precision and recall,
thus forming a comprehensive performance evaluation scale that balances the two key
evaluation metrics.

(15)

recision = TP recall = _fP (16)
P ~ TP+ FP “TPYFN
Emeasure — 2precsion X recall (17)

precsion + recall

3.2. Experiment Settings and Dataset

Dataset: In order to compare infrared small target detection algorithms in maritime
scenes, we have constructed an infrared ship target dataset in maritime scenes. This dataset
consists of six scenes, and the detailed information of the dataset is shown in Table 2. The
total number of images used for training is 210, and there are 215 images used for testing.
The dataset images have a size of 640 x 512 and overall appear dark, with small targets
located in complex backgrounds. The backgrounds are blurry and primarily consist of sea
clutter, islands, and other interference.

Table 2. Information of the test Dataset.

Target Size Target Category Background Type
(a) 5x7 One small target with low local contrast Calm sea
(b) 4x8,5x6 Two small targets with low local contrast Floating interface
(c) 5x55x%x6,5x75x%x8 Three small targets with low local contrast Calm sea
(d) 9%x9,5x%x6,5x%x6 Three small targets with low local contrast Wave clutter
(e) 7%xX7,3x6,9%x9,4x84x7 Four small targets with low local contrast Wave clutter
69) 4x6,4x55x6 Three small targets with low local contrast Dynamic camera

Experimental Details: ACMUNet [18], ACMFPN [18], AGPCNet [33], and our method
are trained on an NVIDIA GTX 1080Ti with 12 GB of memory. We use Python as the
programming language, Pycharm version 2022 as the editor, and PyTorch 1.8.0 as the deep
learning framework. We choose Adagrad as the optimizer with a learning rate update
strategy of CosineAnnealingLR. The initial learning rate is set to 0.05, the batch size is
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Input

set to 4, and the total number of training epochs is set to 200. Traditional algorithms
such as Tophat [8], Maxmean [9], MPCM [11], IPI [12], SRWS [13], and PSTNN [14] are
implemented on an Intel i7-12700 CPU with 32 GB of memory using Matlab R2021b. The
specific experimental parameters for traditional algorithms are shown in Table 3 [47].

Table 3. Computational complexity and running time of deep learning algorithms.

ACMFPN ACMUnet AGPC Ours
FLOPs 564.537 M 1.003 G 86.362 G 2.013G
Params 386.615 K 519.271 K 12.360 M 397.666 K

3.3. Equations Comparision to the State-of-the-Art Method

To validate the effectiveness of our method, we compare our method with other
advanced traditional and deep learning algorithms in both qualitative and quantitative
aspects. The results are shown in Table 4, Figures 5-10.

Table 4. Parameter settings.

Method Hyper-Parameters Settings
MaxMean Patchsize,;pgian= 3% 3
Tophat Patch size = 3x 3
MPCM window size = {3, 5,7, 9}
PTSNN Patch size : 40, Slide step : 40, A = 0.6/ +/max(n1, 1) * n3
IPI Patch size : 50x 50, Slide = 10, A = L/y/max(m,n),L =4.5,,&¢ = 107
SRWS Patch size : 50, Slide step : 10, p = 1/+/max(m, n)

Quantitative results: Table 5 presents the results of different algorithms. It is evident
that our algorithm performs among the top algorithms tested and achieves the best detec-
tion results. From the quantitative results, we can observe that deep learning algorithms
outperform traditional algorithms. The reasons for the suboptimal performance of the
traditional algorithm are as follows:

1. Reliance on Manual Feature Design: Most traditional algorithms heavily rely on
manually designed features. However, in maritime and aerial scenes, interference from
factors such as reflected light from waves and islands can render the designed features
incapable of meeting the requirements for distinguishing targets from the background. As
a result, the comparative metrics are lower.

2. Fragmented Results in Visual Analysis: By combining the visualized results for
analysis, it can be observed that the traditional detection algorithm exhibits a fragmented
phenomenon in the results for ships, failing to recognize ships as a whole entity. This may
result in lower detection metrics.

GT SRWS IPI MPCM

ACMFPN ACMUNet AGPC Ours

Figure 5. Detection results of infrared small targets in Scene 1 using different detection methods.
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Input SRWS IPI MPCM

ACMFPN ACMUNet AGPC Ours

Figure 6. Detection results of infrared small targets in Scene 2 using different detection methods.

GT IPI

PSTNN ACMFPN ACMUNet

Figure 7. Detection results of infrared small targets in Scene 3 using different detection methods.

Input SRWS 1PI MPCM

PSTNN ACMFPN ACMUNet AGPC Ours

Figure 8. Detection results of infrared small targets in Scene 4 using different detection methods.
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SRWS IPI MPCM

PSTNN ACMFPN ACMUNet AGPC Ours

Figure 9. Detection results of infrared small targets in Scene 5 using different detection methods.

Input GT SRWS IPI MPCM

ACMFPN ACMUNet AGPC Ours

Figure 10. Detection results of infrared small targets in Scene 6 using different detection methods.

Table 5. Comparison with other state-of-the-art methods.

Method IoU nloU F1 AuC
Maxmean 0.12 3.54 0.23 54.45
Tophat 26.33 26.7 41.69 63.44
MPCM 11.58 12.49 20.75 55.80
IPI 48.05 48.17 64.91 77.23
PSTNN 43.51 44.22 60.64 74.52
SRWS 26.39 27.71 41.76 26.39
ACMFPN 72.66 72.97 84.19 95.75
ACMUnet 72.55 73.24 83.3 95.50
AGPC 77.61 78.13 83.39 95.58
Ours 79.09 79.43 87.88 95.96

Qualitative results: Figures 5-10 present the qualitative results of different detection
methods on the infrared small target dataset in maritime and aerial scenes. The true targets
are indicated by red bounding boxes in the images, while the false alarms are indicated
by yellow bounding boxes. By comparing the detection results of each algorithm with the
ground truth (GT) of the input image, it can be observed that the algorithms have missed
detections.
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As shown in Figure 5, the traditional algorithm SRWS fails to detect the targets, while
Tophat, Maxmean, and PSTNN are able to detect the targets but with a large number of
false alarms. On the other hand, deep learning algorithms such as ACMFPN, ACMUnet,
AGPC, MPCM, and our algorithm successfully detect the targets. In Figure 6, SRWS, IP],
MPCM, PSTNN, ACMFPN, ACMUnet, and our algorithm are able to detect the targets.
However, SRWS, IPI, and PSTNN algorithms have a large number of false alarms and can
only detect the edges of the targets. In this case, both ACMFPN and AGPC algorithms
have some missed detections., while ACMFPN can only detect the edges of the targets.
ACMUnet and our algorithm successfully detect the targets, but ACMUnet’s detection
is incomplete. In Figure 7, SRWS, IPI, MPCM, PSTNN, ACMFPN, ACMUnet, and our
algorithm are able to detect the two targets successfully but with a large number of false
alarms. As for the deep learning detection results, ACMFPN and ACMUnet have some missed
detections, while AGPC and our algorithm successfully detect the targets. In Figure 8, SRWS,
IPL, MPCM, PSTNN, ACMUnet, AGPC, GNet, and other deep learning algorithms are able to
detect the targets, but with some missed detections, while GNet successfully detects all the
targets. SRWS, IPI, and PSTNN also have relatively high false alarm rates. In Figure 9, SRWS,
IPI, PSTNN, ACMUnet, AGPC, GNet, and other algorithms are able to detect the targets, but
SRWES, IPI, and PSTNN have relatively high false alarm rates, and ACMFPN has some missed
detections. In Figure 10, SRWS, IPI, PSTNN, ACMFPN, ACMUnet, AGPC, GNet, and other
algorithms are able to detect the targets, but SRWS, IPI, and PSTNN have relatively high false
alarm rates, while ACMFPN, ACMUnet, and AGPC have some missed detections.

Figure 11 shows the ROC curves of the detection results obtained by different testing
algorithms on the dataset. The larger the area under the ROC curve (AUC), the better the
algorithm’s performance. It can be observed that deep learning algorithms demonstrate
better performance on the ROC curves compared to traditional algorithms. Additionally,
our algorithm achieves top performance in terms of the AuC metric among the tested algo-
rithms. The 3D visualization of the detection results simultaneously presents a more vivid
display of the superior performance of our proposed algorithm (Appendix A Figure Al).

3.4. Ablation Study

In this phase, we designed a series of experiments to validate the potential benefits
of the proposed network modules and design choices, ensuring the rationality of the
contributions made by the components in our proposed model.
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Figure 11. ROC curve.



Remote Sens. 2023, 15, 4909

15 0f 19

1. Influence of edge information.

As shown in Table 6, incorporating edge information leads to an improvement of 1.8%
and 2.19% in network IoU and nloU, respectively. Since infrared small targets often occupy
fewer pixels in the image, it is crucial to preserve and utilize the effective features of small
targets in the network. Therefore, on the one hand, in order to provide the model with more
dimensional information, and on the other hand, to compensate for the information loss
caused by the downsampling process, we introduce edge information. Experimental results
demonstrate that the inclusion of edge information enhances the network’s performance
and provides more features of infrared small targets.

Table 6. Ablation study on the module.

Method IoU nloU

Baseline 72.66 7297

Baseline + fusion 76.19 76.28
Baseline + sobel + fusion 77.99 78.47
Baseline + x1 + sobel + fusion 79.09 79.43

2. Influence of detailed information.

With the increase in network depth and the improvement in downsampling frequency,
the resolution of the image decreases. In order to alleviate the information loss caused by
downsampling operations, we introduce the finer details present in the shallow feature
maps during the final fusion stage. As shown in Table 6, the introduction of detail infor-
mation leads to an increase of 0.2% and 0.12% in network IoU and nloU, respectively. The
experimental results effectively demonstrate that the introduction of detail information in
the final stage preserves some original features of the infrared small targets and compen-
sates for the information loss caused by downsampling, thereby improving the network’s
performance.

3. Influence of Fusion module

As shown in Table 6, the introduction of the context interaction module resulted in
an improvement of 3.53% and 3.31% in network IoU and nloU, respectively. Compared
to the fusion module in ACM, we focused more on extracting semantic information from
high-level feature maps and guiding the fusion of high-level feature maps with seman-
tic information and shallow-level feature maps with detailed information through the
generation of weights. Additionally, an adversarial approach was employed to achieve
an effective balance in the fusion. Furthermore, the Channel Attention mechanism was
used to optimize the high-level feature maps. Experimental results on the infrared small
target dataset in the maritime and sky scenes demonstrated that this fusion approach
outperformed the fusion approach in ACM.

4.  Influence of depth of layers

As shown in Table 7, we also considered the impact of network depth on the algorithm
performance. When the number of Resnet blocks in the network was reduced from 4 to 3,
IoU and nloU decreased by 0.8% and 0.65%, respectively. Similarly, when the number of
Resnet blocks in the network was reduced from 3 to 2, IoU and nloU decreased by 0.32%
and 0.38%, respectively. Furthermore, reducing the number of Resnet blocks in the network
from 2 to 1 resulted in a decrease of 1.3% and 1.31% in IoU and nloU, respectively. It can be
observed that as the network depth decreases, the detection accuracy of the network also
decreases.
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Table 7. Ablation study on the depth of the network.

Depth IoU nloU
1 76.60 77.09
2 77.90 78.40
3 78.22 78.78
4 79.09 79.43

4. Discussion

Comparing the visualization and quantitative results obtained by our proposed algo-
rithm with other advanced algorithmes, it is inevitable for model-driven algorithms relying
on manually designed features to have false alarms and missed detections when facing
complex background changes. Compared with other data-driven algorithms of the same
type, our algorithm has stronger robustness and finer detection results. Meanwhile, the
ablation experiments have demonstrated the effectiveness of the multiscale feature fusion
module and multidimensional feature fusion module, which effectively utilizes multidi-
mensional information in the process of target detection. In the future, we will explore the
field of multidimensional information fusion, including how to represent each dimension
of information and fusion methods.

5. Conclusions

This paper proposes an infrared maritime small target detection algorithm in maritime
scenes. To overcome the issue of information loss during the typical downsampling
process, we choose to simultaneously fuse detailed information and edge information. By
comparing our algorithm with other state-of-the-art methods on the infrared small target
detection dataset we established in maritime scenes, our algorithm performs at the top.
Our algorithm achieves IoU, nloU, F1, and AuC scores of 79.09%, 79.43%, 87.88%, and
95.96%, respectively. Visualizing the detection results in different scenes reveals that our
algorithm has a lower false negative rate compared to other algorithms, indicating that our
network can extract more effective information from the targets. Additionally, the results
of the ablation experiments demonstrate that the adoption of attention mechanism-based
cross-layer connection information fusion and the introduction of edge information and
detail information contribute to improving the detection performance of the algorithm. In
future work, we will explore the integration of different forms of information with deep
learning techniques to address the issue of infrared small target detection. This article did
not consider the algorithm performance on embedded platforms such as DSP, FPGA, ARM,
etc., and the algorithm performance on embedded platforms will be further investigated in
the future.
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Appendix A. Three-Dimensional Visualization Results of Different Methods on 6
Test Images

Figure A1 presents the 3D intensity visualization results of different testing algorithms,
and it can be observed that our algorithm’s detection results are closer to the ground truth.
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