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Abstract: The latest development of multi-robot collaborative systems has put forward higher re-
quirements for multi-sensor fusion localization. Current position methods mainly focus on the fusion
of the carrier’s own sensor information, and how to fully utilize the information of multiple robots to
achieve high-precision positioning is a major challenge. However, due to the comprehensive impact
of factors such as poor performance, variety, complex calculations, and accumulation of environ-
mental errors used by commercial robots, the difficulty of high-precision collaborative positioning is
further exacerbated. To address this challenge, we propose a low-cost and robust multi-sensor data
fusion scheme for heterogeneous multi-robot collaborative navigation in indoor environments, which
integrates data from inertial measurement units (IMUs), laser rangefinders, cameras, and so on, into
heterogeneous multi-robot navigation. Based on Discrete Kalman Filter (DKF) and Extended Kalman
Filter (EKF) principles, a three-step joint filtering model is used to improve the state estimation
and the visual data are processed using the YOLO deep learning target detection algorithm before
updating the integrated filter. The proposed integration is tested at multiple levels in an open indoor
environment following various formation paths. The results show that the three-dimensional root
mean square error (RMSE) of indoor cooperative localization is 11.3 mm, the maximum error is less
than 21.4 mm, and the motion error in occluded environments is suppressed. The proposed fusion
scheme is able to satisfy the localization accuracy requirements for efficient and coordinated motion
of autonomous mobile robots.

Keywords: multi-robot system; collaborative positioning; sensor integration; EKF; visual inspection

1. Introduction

Multi-robot collaborative positioning technology has found extensive applications
in defense and civil fields—including robot formation combat, unmanned driving, robot
team field exploration, unmanned disaster rescue, and unmanned carrier cooperative
handling—owing to the advancements in artificial intelligence, computer technology, and
automation. The multi-robot system is more than just a combination of robots; it involves
collaboration and cooperation. Each robot is equipped with different sensors to fuse
information based on task requirements. The robots within the group maintain spatial
relationships and achieve collaborative positioning through complex communication and
information exchange processes. This enables support for formation patrol, emergency risk
avoidance, sudden stop, and obstacle avoidance autonomously. Multi-robot cooperative
positioning technology outperforms traditional single-robot positioning technology in
terms of enabling faster global awareness and planning, thus enhancing the robustness and
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autonomous positioning capability of multi-robot systems through capability complemen-
tarity and redundancy increase. Additionally, the use of small robots with a single function
facilitates fault detection and functional upgrades.

Positioning in robot navigation relies on sensors to perceive the surrounding envi-
ronment, serving as the foundation and prerequisite for task execution. Common indoor
robot sensors include inertial measurement units (IMU), odometers, vision sensors, laser
range finders, and sonar detectors. Each sensor has its own advantages and limitations.
Sensors that operate without relying on external signals offer fast sampling speed but suffer
from significant cumulative error. Laser rangefinders exhibit high accuracy but can only
determine object distances directly. Vision sensors excel in perceiving the environment
and capturing rich environmental information. However, vision detection and localization
algorithms necessitate high system computational performance, are influenced by ambient
light and target characteristics [1], and do not provide global positioning information for
the robot. The fusion of the advantageous performance of each sensor is a promising
research area aiming to reduce costs, enhance system robustness and flexibility, and enable
seamless collaborative localization in multi-robot systems through the fusion of multiple
information sources.

Multi-sensor fusion is a well-established algorithm in the field of robotics and con-
trol [2–4]. It aims to integrate multiple sensors to enhance system performance and achieve
precise positioning. Researchers worldwide have extensively investigated the robot lo-
calization problem by leveraging sensor information fusion. For example, Yan Lu and
Joseph Lee et al. [5] fused laser range information and sensor data from monocular vision
to propose a fusion scheme for acquiring position information in GPS-denied environments.
Howard and Gaurav S. fused mutual observation data from two robots [6] and presented a
method to localize members of a mobile robot team using the robots themselves as land-
marks. Other researchers have employed various fusion algorithms, such as the extended
Kalman filter method [7,8], which assumes a Gaussian distribution for systematic error
and effectively addresses the prediction problem of nonlinear systems. Anastasios used an
extended Kalman filter (EKF)-based algorithm for real-time vision-aided inertial navigation,
which improved the fault tolerance performance of the measurement data [9]. There is also
the use of great likelihood estimators to derive relative positions between robots [10,11],
or real-time position estimation of robots using particle filtering [12–14]. I.M. Rekleitis
estimated a larger group of robots that can mutually determine one another’s position (in
2D or 3D) and uncertainty using a sample-based (particle filter) model of uncertainty in a
specific scenario [15]. The application of co-localization results in multi-robot systems is
also becoming a key issue of current interest. Boda Ning et al. were concerned with the
collective behavior of robots beyond the nearest neighbor rule [16]. Brian Shucker proposed
a control and communication scheme for multi-robot systems in long-distance situations
with his team [17].

The limitations of the existing multi-source co-location algorithms include a lack of real-
time comprehensive state estimation from the sensors of different types of robots and the
consideration of calculation burden, cost, and rigorous mathematical models. Most of the
above research belongs to the primary stage; some have provided integration schemes for
single-robot application scenarios. Furthermore, some research has the potential to involve
multi-robot positioning and dynamic performance estimation realized by positioning
each robot independently, but the actual systems are limited by high computation and
maintenance costs. In addition, the state estimation performance degradation is more
serious, partly caused by multistage errors in practical applications and the limitations of
the current algorithm architecture.

As far as we know, there is a lack of research providing insight into the fusion of the
laser rangefinder, camera, and other sensor data in heterogeneous robotic systems with
varying levels of complexity and sensor configurations. This work makes three primary
contributions. First, the co-position process gathers observations from both the robot itself
and other robots, providing increased flexibility and robustness in sensor information
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fusion. Second, by leveraging the advantageous performance of diverse sensors, a variety
of observation and communication tasks can be dynamically assigned to different types
of robots, thereby improving overall task fulfillment and the system’s anti-interference
capabilities. Third, the system can utilize small robots with simple structures and single
functions, simplifying upgrades and maintenance compared to complex, independent
robot systems.

The remainder of the paper is organized as follows. In Section 2, we present a method
for a multi-sensor data fusion co-position scheme applicable to heterogeneous multi-robot
systems and common navigation modes. Section 3 analyzes practical errors and suggests
improvements. Section 4 showcases our experimental results, and Section 5 provides
the conclusions.

2. Methods
2.1. Integration Architecture

Considering the flexibility, practicality, and scalability of the multi-robot system, the
navigation mode chosen is a common Leader–Follower robot swarm. The main structure
of the proposed integration is presented in Figure 1 and consists of three steps.
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The integration involves three sub-filters and one main filter. The first discrete Kalman
filter, DKF_1, fuses the odometer and gyroscope information within the robot to determine
the inertial system’s state equation. The extended Kalman filters, EKF_1 and EKF_2, es-
timate the target localization information using the vision sensor and laser rangefinder,
respectively, with the inertial guidance system as a reference. The vision localization sub-
system employs the improved YOLO deep-learning-based target detection algorithm and
camera calibration algorithm to obtain target localization information. This information is
then used as the observation input to estimate the target localization using the extended
Kalman filter. Similarly, the laser ranging subsystem utilizes the angle between the target’s
horizontal projection and the optical axis of the camera, obtained from the vision sensor,
to obtain positioning information. This positioning information is used as the observa-
tion input to estimate the positioning state of the laser rangefinder using the extended
Kalman filter. The main filter calculates the information allocation factor for each sub-filter
and combines the estimated results using the extended Kalman filter, yielding accurate
target localization.

2.2. Coordinate Frames Definition and Transformation
2.2.1. Definition of Global and Local Coordinate Frames

The positioning solutions provided by different sensors are expressed in different
navigation systems and then integrated into a unified navigation frame for data fusion. In
this paper, we mainly use the definition and transformation of global and local coordinate
systems to describe the positioning of the surrounding environment, targets, and obstacles,
and the corresponding coordinate systems are shown in Figure 2.
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The elements in the global coordinate frames are described as follows, where 1 and 2
represent the main robot and member robots, respectively. LMA and LMB are artificial road
signs. N indicates the main robot heading, and DAB is the camera optical axis centerline
direction of the main robot. Hk is the angle between the main robot heading N and the
camera’s optical axis centerline direction. The robot-equipped sensors provide the following
data: D12, DA1, DB1, θ21C, θC1A, and θC1B. D12, DA1, and DB1 can be obtained from the laser
range scanner, while θ21C, θC1A, and θC1B can be read by the vision sensors. DAB and ηK
represent known observation data. Based on the geometric relationships before each robot
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and the road signs, the positions of the member robots in the global coordinate system can
be solved for and expressed in polar coordinates as

DA2 =
√

D12
2 + DB1

2 − 2D12DB1 cos(θ21c + θC1A) (1)

(DA2, θ2AB) =

(
DA2, arccos

(
DA2

2 + DAB
2 − (D12

2 + DB1
2 − 2D12DB1 cos(θ21c + θC1B))

2DA2DAB

))
(2)

Similarly, the position of the master robot in the global coordinate system can be
expressed in polar coordinate form as

(DA1, θ1AB) =

(
DA1, arccos

(
DA1

2 + DAB
2 − DB1

2

2DA1DAB

))
(3)

The heading angle of the main robot at this point can be calculated as follows:

θ = θ1AB + ηk − θC1A (4)

The local coordinate frame is employed to describe the relative positions of individual
robots in a multi-robot queue, including the updated relationships during their travel. In
this coordinate system, the current position of the main robot serves as the origin, and the
current heading represents the positive x-axis. At time t1 in the figure, the position of the
member robot in the x o y coordinate system is (x, y). The heading and position of the main
robot change as it moves. At time t2, the coordinate system is updated to xo′y, and the
position of the member robot is updated to (x′, y′). The time interval (t2 − t1) is defined as
the coordinate system update step, during which the x o y coordinate system is utilized for
both the main robot and the member robots.

2.2.2. Transformation of Visual Coordinate Frames

The purpose of using binocular vision [18,19] is to obtain the distance D between the
target position and the camera by imaging the target in the vision sensor, and the angle θk
between the horizontal 2D spatial projection of the target in 3D space and the centerline of
the camera’s optical axis. In the camera point model, the point [x, y, z, l]T in 3D space is
converted into the 2D spatial projection coordinates [u, v, l]T, which can be described by
the following equation: u

v
1

 =
1
z

 fcx 0 cx 0
0 fcy cy 0
0 0 0 0




x
y
z
1

 (5)

where fcx and fcy are the components of the camera focal length in the x and y direction
respectively, and (cx, cy)T are the coordinates of the main point of the image. Due to daylight
refraction, the imaging lens of the camera produces a certain radial deformation, which
eventually affects the imaging of the target in the camera. Considering the effect of the
mirror deformation factor, the projection coordinates of the point in 3D space in 2D space
can be rewritten as

u
v
1

 =
1
z
∗

 fcx 0 cx 0
0 fcy cy 0
0 0 0 0




x
y
z
1

(1 + k1r2 + k2r4 + k3r6
)

(6)

where k1, k2, and k3 are the refraction coefficients of light, r2 = (x/z)2 + (y/z)2. The pa-
rameters fcx, fcy, cx, cy, k1, k2, and k3 can be obtained by the camera calibration algorithm.
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After removing the radial deformation, the coordinates matrix of the target in the imaging
plane are [

uc

vc

]
=

1
(1 + k1r2 + k2r4 + k3r6)

∗
[

u
v

]
(7)

The binocular vision imaging model is shown in Figure 3; vou and v’ou are the image
imaging plane, z and z′ are the central optical axis of the camera, p(up, vp) and p′(up

′, vp
′)

are the target O in the two planes of the imaging point.
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Then, the angle η between the target O and the two camera’s center optical axes in the
horizontal plane can be expressed as

η = arctan
(
|(W/2)− uc|

(W/2)
tan α

)
(8)

where W is the actual physical width of the imaged image and 2α is the horizontal tensor
angle of the camera.

2.3. Model Design

Referring to the joint filtering scheme in Figure 1, the model is designed using Leader–
Follower as the navigation mode. Two types of robots in the swarm are equipped with
different sensors. The main robot is equipped with internal sensors (odometer and gy-
roscope) as well as external sensors (laser range scanner and binocular vision system),
and the member robots are only equipped with odometers, gyroscopes, and sonar arrays
to reduce the cost. During the formation march, each robot performs self-localization
using its internal sensor data. Simultaneously, the main robot utilizes vision and laser
devices to observe the positions of the current member robots. However, due to significant
cumulative errors in the internal sensors and observation errors caused by time delay and
drift in the external sensors, the acquired positioning data deviate considerably from the
actual positions.

2.3.1. Odometer and Gyroscope Integration (Step 1—Self Positioning)

Deducing the robot’s position and heading accuracy solely from the odometer data
leads to relative cumulative errors. To enhance the accuracy, it is necessary to fuse these
data with the gyroscope data. Given the linear system characteristics, this paper employs a
discrete Kalman filter to fuse the data from both sources. Let X = [vL, vR, wg]T represent the
state variables. The state equation of the system can then be expressed as

Xk+1 = Ak+1Xk + wk (9)
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where Ak+1 is the state transfer matrix from k to k + 1 moments and Wk is the Gaussian
white noise with covariance matrix Q. Referring to Deng et al.’s use of the sensor model in
the outdoor mobile robot localization method [20], the transfer matrix is

A =

 1 0 0
0 1 0

−1/βDRL 1/βDRL 0

 (10)

where β is the odometer correction factor determined down from the actual test data, and
the system observation equation is

Zk = HkXk + vk (11)

where the observations can be read from the odometer and gyroscope and the measurement
matrix Hk is the unit matrix I.

2.3.2. Distributed Data Fusion of Visual Positioning Subsystem and Laser Observation
Subsystem (Step 2—Collaborative Positioning)

1. Inertial navigation system state derivation

Combined with the motion characteristics of the robot, we use the arc model to
describe the motion of heading changes; the corresponding state derivation model is shown
in Figure 4.
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The motion model of the inertial guidance system can be expressed as

Xk+1 = f (Xk, uk) + ωk (12)

f (Xk, uk) =

xk +
∆Dk
∆θk

(sin(θk + ∆θk)− sin θk)

yk − ∆Dk
∆θk

(cos(θk + ∆θk)− cos θk)

θk + ∆θk

, |∆θk| > 0 (13)

where X = [x, y,θ]T , uk = [∆Dk, δθk,]T is the input to the odometer model, Dk is the length
of the arc, and θk is the change in steering angle; the values of the latter two are both
obtained by fusing the odometer and gyroscope data. wk is the Gaussian white noise of the
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system with covariance matrix Q. Then, the gained Jacobi matrix A of the state equation
can be derived from the motion model as

A =
∂ f
∂x

=

1 0 ∆Dk
∆θk

(cos(θk + ∆θk)− cos θk)

0 1 ∆Dk
∆θk

(sin(θk + ∆θk)− sin θk)

0 0 1

 (14)

Assuming that its noise is Gaussian white noise, the covariance matrix Pk+1 of the
model can be derived as

Pk+1 =
∂ f
∂x

Pk

(
∂ f
∂x

)T
+ E

[
wkwk

T
]

(15)

2. Visual target detection and localization

The visual localization process involves using a deep-learning-based convolutional
neural network algorithm for target detection. This algorithm detects the visual targets
and extracts their center coordinates. The subsequent steps include camera calibration to
establish the mapping relationship between the camera coordinate system and the world
coordinate system, and correcting lens deformation errors. Finally, the algorithm calculates
the distance from the center point to the camera’s optical axis in the horizontal direction
and the angle of deviation. This process enables accurate target localization. The complete
visual localization algorithm process is depicted in Figure 5.
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For robot target detection, we utilize an improved YOLO algorithm based on convolu-
tional neural networks. This algorithm offers significant advantages in terms of precision,
measurement speed, and accuracy [21], making it suitable for multi-robot indoor mobile
scenarios. Unlike traditional two-stage target detection algorithms that rely on candidate re-
gions, the YOLO algorithm treats target detection as a single regression process. It employs
a single convolutional neural network to predict the detection frame and its corresponding
position confidence level. The main architecture of the algorithm, illustrated in Figure 6,
comprises an input layer, a backbone network, and a neck and head network. The specific
working process is as follows:
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The input layer completes the pre-processing of the input avatar, scales the input
image to a fixed size, and completes the normalization operation. The network input size
of the YOLO algorithm can be adjusted to meet a multiple of 32. The larger the input image
size is, the more details are retained and the better the detection effect is, but at the same
time, the image detection speed will be reduced. Combined with the image characteristics
of the robot target, the network input size is set to 608 × 608 in this paper.

The backbone network, comprising five Cross Stage Partial (CSP) modules, is utilized
to extract deep semantic information from the image. These modules propagate features
to the CBM (Convolution operation + BN batch normalization + Mish activation function)
convolution module while also sending them to the residual block. The results of these
two convolutions are then combined using the concat splicing unit [22]. This design
reduces computational effort, enables richer gradient combinations, and avoids the problem
of gradient disappearance in excessively deep networks. Each CSPX module contains
5 + 2 × X convolutional layers, resulting in a total of 72 convolutional layers in the backbone
network. When the input image size is 608 × 608, the operations performed by each CSP
module, as well as the head CBM module, and the corresponding output results are
depicted in Figure 4. The feature map changes from 608 to 304, 152, 76, 38, and 19, forming
a three-layer feature map of sizes 76 × 76, 38 × 38, and 19 × 19, which constitute a
feature pyramid.

The neck and head networks are utilized to extract fused features more effectively
and accomplish multi-size target prediction, including the extraction of center coordinates.
To enhance feature extraction and representation, the YOLO algorithm incorporates the
PAN (Path Aggregation Network) structure after the Feature Pyramid Network (FPN) for
feature fusion across different backbone layers. The neck network ultimately produces
three standard-sized feature maps (76 × 76, 38 × 38, and 19 × 19) for multi-scale prediction
by the head network. While this algorithm generally achieves good detection accuracy,
there is a low probability of false detection in low-light environments or when encountering
objects with similar shapes. To address this, we introduce an additional branch with a
downsampling rate of 4 (resulting in a 152 × 152 feature map) to the original YOLO
algorithm, which already includes downsampling rates of 32, 16, and 8 (corresponding
to 19 × 19, 38 × 38, and 76 × 76 feature maps, respectively). This modification enables
finer prediction results, enhances detection performance for smaller objects, improves the
algorithm’s spatial differentiation capability, and effectively reduces the probability of false
detection [23].



Remote Sens. 2023, 15, 5584 10 of 21

Figure 7 showcases representative detection results achieved by the optimized YOLO
target detection algorithm using the constructed dataset. The optimized algorithm demon-
strates higher confidence in detecting target robots, road signs, and distinctive shape
markers, meeting the accuracy requirements for visual localization.
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If the distance between the two cameras of the binocular vision sensor is known to be
D, and θ1, θ2 are the angles between the binocular camera line and the camera-to-target
center line, respectively, then the distance from the midpoint of the binocular camera to the
target center can be solved as follows:

DOO′ =
DC1C2

√
2 sin2 θ1 + 2 sin2 θ2 − sin2(π − θ1 − θ2)

2 sin(π − θ1 − θ2)
(16)

If the main robot observes itself at moment k with coordinates (xk, yk), then its distance
observation equation can be derived as

Zd
j = Hd

j Xj + vg
j =

√(
xk − xj

)2
+
(
yk − yj

)2
+ vg

j (17)

where vj
g is Gaussian white noise, and its Jacobi measurement matrix can be deduced as

Hd
j =

∂h
∂x

=

[
(xj−xk)√

(xk−xj)
2
+(yk−yj)

2

(yj−yk)√
(xk−xj)

2
+(yk+yj)

2 0
]

(18)

3. Laser observation and localization

If two colored cylinders are placed in the direction of the member robots’ heading, the
distance difference between the two cylinders is obtained by the visual target detection
method, and the robot heading can be calculated at this moment. The laser rangefinder
positioning heading model is shown in Figure 8.
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The forward direction of the robot can be determined by using different colored
cylinders. DAB is a known as a fixed distance; then, the robot heading can be deduced as

θ = arccos
(

DAB
2 + DOB

2 − DOA
2

2DABDOB

)
− θBOx (19)

The heading observation equation of the laser rangefinder can be expressed as

Zb
j = Hb

j Xj + vb
j = arccos

(
DAB

2 + DOB
2 − DOA

2

2DABDOB

)
− θ + vb

j (20)

where vj
b is Gaussian white noise.

The real-time distance of the member robot relative to the main robot can be obtained
according to the laser rangefinder model and Equation (8). Let the coordinates of the main
robot itself at the time of observation be (xk, yk); then, the distance equation of the laser
rangefinder is

Zd
j = Hd

j Xj + vg
j =

√(
xk − x f

)2
+
(
yk − yj

)2
+ vg

j (21)

From the above equation, its measurement matrix can be further deduced as

Hj =
∂h
∂x

=

[
Hd

j
Hb

j

]
=

 (xj−xk)√
(xk−xj)

2
+(yk−yj)

2

(yj−yk)√
(xk−xj)

2
+(yk+yj)

2 0

0 0 −1

 (22)

The total observation equation of the laser sub-filter can be obtained as

Zj = HjXj + vj (23)

2.3.3. Joint Filtering Algorithm (Step 3—Joint Filtering)

Referring to the joint filtering model depicted in Figure 1, the process begins with
the discrete Kalman filter performing data fusion of the odometer and gyroscope at the
front end to estimate the real-time state of the inertial guidance system. Then, the visual
sensor extracts the angle information of the target, which is then used to establish laser
distance data, facilitating interaction and cooperation among the subsystems. Finally, the
joint filtering model employs federated filtering to accomplish information fusion within
the distributed sensor network. Specifically, the fusion involves using the extended Kalman
filter to merge the state of the inertial guidance system, serving as the reference state,
with the visual positioning and laser positioning subsystems. The estimation results from
the two extended Kalman sub-filters are subsequently passed to the main filter, enabling
optimal fusion of information and estimation of the system’s global state value X = [x, y,
θ]T. The joint filtering algorithm comprises the following steps:

1. Completing the solution of information allocation factors β1, β2. The information
allocation factor βi satisfies the information conservation principle, which means

n

∑
i=1

βi + βm = 1 (24)

βm represents the information distribution coefficient of the main filter, while the
value of β1, . . ., βn directly impact the performance of joint filtering. Typically, larger
coefficient values are assigned to sensors with higher measurement accuracy. How-
ever, since the external sensor subsystem employed in this study may experience
sudden measurement errors like drift, using a fixed coefficient value is not appropri-
ate. Hence, we employ eigenvalue decomposition based on the true variance Pi to
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calculate the real-time value of βi. Pi can be decomposed by eigenvalues Pi = LΛiLT ,
where Λi = diag{λi1λi2 . . . λiN}; the value of βi can be deduced as

βi =
(trΛi)

−1

N
∑

i=1
(trΛi)

−1 + (trΛm)
−1

(25)

2. Initialize the global state estimate value X̂i0 and the covariance matrix Pi0 and assign
the information to each sub-filter and the main filter in proportion to the information
factor βi:

P−1
i (k) = P−1

g (k)βi (26)

X̂i(k) = X̂g(k) (27)

3. The time correction is applied simultaneously to each sub-filter and the main filter,
and the common noise is allocated to each sub-filter based on the information factor βi:

Q−1
i (k) = Q−1

g (k)βi (28)

then, the filtering time is corrected to

X̂i(k) = X̂g(k) (29)

Pi(k + 1|k) = A(k + 1, k)Pi(k)AT(k + 1, k) + Γ(k)Qi(k)ΓT(k) (30)

where Γ is the system noise matrix and A is the state transfer matrix.
4. Each sub-filter uses a local observation Zi for the observed data correction.

P−1
i (k + 1|k + 1) = P−1

i (k + 1|k) + Hi(k + 1)R−1
i (k + 1)HT

i (k + 1) (31)

P−1
i (k + 1)X̂i(k + 1) = P−1

i (k + 1|k)X̂i(k + 1|k) + Hi(k + 1)R−1
i (k + 1)ZT

i (k + 1) (32)

where Hi is measurement matrix.
5. Main filter completes information fusion [24].

P−1
g (k + 1) =

n

∑
i=1

P−1
i (k + 1) (33)

X̂g(k + 1) = Pg(k + 1)
n

∑
i=1

P−1
i (k + 1)X̂i(k + 1) (34)

where n is the amount of sub-filters.

3. Analysis and Correction of Practical Errors

The theoretical analysis presented above discusses the feasibility of cooperative lo-
calization and outlines its implementation process. However, in practical applications of
multi-robot formation navigation, errors are inevitable. Therefore, it is crucial to analyze
the causes of different types of errors and propose appropriate correction solutions.

3.1. Visual Target Detection Delay

The visual target detection algorithm studied in this paper consists of the following
two main processes:

Firstly, the main robot observes manual road signs for self-positioning in the global
coordinate system. The main robot uses target detection and extracts road signs from the
environment to obtain the relative distance information between the camera and the road
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signs, which is fused with information from its INS to obtain accurate global positioning
information. Secondly, the master robot observes the member robots and positions them for
observation in a relative coordinate system. The main robot uses binocular vision sensors
and laser rangefinders to locate the member robots and sends the position information to the
member robots through the mesh network. The member robots use this information to fuse
with their own inertial guidance systems to obtain accurate relative position information.

The visual target detection information is fused with the information from the inertial
guidance system. However, this fusion process introduces errors due to the delay in target
detection. The error can be managed through two approaches: first, by restoring the motion
of the observed robot to its position prior to the time delay, and second, by reducing the
target detection time to fall within the acceptable error range. Table 1 illustrates the time
delay observed in each stage of the target detection process.

Table 1. Time consumption of each stage of visual target detection.

Sub-Processes Time (ms) Instruction

Camera imaging ≤5 Imaging of the target object, pre-processing, scaling,
and normalization of the input image.

Target detection ≤25, ≥20 Feature-pyramid-based target prediction using a
convolutional-neural-network-trained classifier.

Laser Positioning ≤5 This process can be performed in parallel with the
above process.

The time required for the target detection process can be reduced to less than 15 ms
by significantly reducing the image area to be inspected in indoor scenes. In the fusion
strategy, no action is taken during the first imaging, and the data from the second imaging
are used as observation data for the inertial guidance system. Assuming the robot moves at
a speed of 600 mm/s, the observation error range caused by the target detection algorithm
can be controlled to be below the millisecond level, thus meeting the localization accuracy
requirements once again.

3.2. Network Communication Latency

The master robot transmits the observation and positioning information of the member
robots to them through the mesh network. The member robots then integrate this informa-
tion with their own inertial guidance systems to obtain precise real-time relative position
information. In practical applications, there is a network time delay during communication.
However, since the robots form a dynamic mobile network, the communication time delay
is minimal, and the differences in time delay mainly depend on the real-time network
conditions. To manage these errors, motion recovery is performed on the robots.

Figure 9 illustrates the initial assumption of the robot’s circular motion with a radius
R around the origin O.

In the figure, (x, y) represents the actual position of the robot, while (x′, y′) denotes
the estimated position observed when the member robot reaches the position (xk1, yk1). In
the absence of network time delay ∆t, the estimated position is corrected to (xk1′ , yk1′ ) after
filtering. However, due to the presence of time delay ∆t, the actual position of the robot
reaches (xk2, yk2) before the observations from the subsystem reach the member robots for
fusion. If these data are fused with the inertial guidance system data, errors will occur.
Assuming the sensors within the inertial guidance system have undergone internal fusion
n times within ∆t time, the sequence of state estimates is preserved {X1, X2, . . ., Xm}, where
X = {x, y, θ} and m > n. After receiving the observation from the network, the member robot
calculates the network time delay ∆t, retrieves the state estimate from the inertial guidance
system’s state estimation sequence at the corresponding time point for fusion filtering, and
the filtered state estimation point should be (xk1′ , yk1′ ). Then, a state sequence is established,
representing the correlation chain of the robot’s internal sensor adjustment angle. By fitting
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a trajectory that progresses from the point (xk1′ , yk1′ ), the corrected position (xk2′ , yk2′ ) that
the robot should adopt at that moment is obtained.
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3.3. Observation Masking

Both visual imaging and laser ranging rely on line-of-sight observations. If the camera–
target line is obstructed by other objects, the target cannot be detected and positioning
information cannot be obtained. In multi-robot formation movement, the main robot and
member robots may be occasionally obstructed by other robots or obstacles. Figure 10
illustrates a scenario where the member robots are obscured by each other. In the figure, R1
represents the main robot; R2 and R3 represent the member robots; and N1 and N2 indicate
the headings of R1 and R2, respectively. When all three robots align in a straight line, as
shown in the figure, R1 and R3 are obstructed by R2, rendering R3 unobservable by R1.
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Figure 10. Robotic observation masking model.

This problem can be addressed by considering two cases. The first case occurs when
R3 moves to its next position R3′, implying that R2′s obstruction of R3 is temporary.
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In this situation, R2 only relies on its own inertial guidance system to track its motion
trajectory during the period of obstruction. Once R2 passes the obscured area, it can then
use observation information from the main robot to make corrections. The second case
occurs when R3 maintains the same heading as R2 and the three robots move in a straight
line for an extended period. In this scenario, R1 is unable to observe R3 for an extended
duration; so, we utilize R3′s own sonar array positioning to make position corrections. The
distance D12 between R1 and R2 in the figure can be measured because R2 is in the heading
direction of R3, and its sonar array emits waves in this direction with a certain level of
accuracy. Additionally, the small angle formed by the heading direction of R3, where R2 is
located, can be determined through the geometric relationship between global positioning,
allowing us to measure D23. Therefore, the distance between R3 and the main robot can be
deduced as

D13 =
√

D2
12 + D2

23 − 2D12D23 cos θ123 (35)

3.4. Requirements of the Filtering Process for the Observed Values

The equation for the observation of the main robot to the member robots in relative
coordinates is

Zd
j = Hd

j Xj + vg
j =

√(
xk − xj

)2
+
(
yk − yj

)2
+ vg

j (36)

The observation equation converted to relative orientation is

ϕ = arctan

(
yj − yk

xj − xk

)
− θj + vϕ (37)

where θj is the current heading of the main robot, and vϕ is the Gaussian white noise with
zero mean and variance of δϕ

2, when

arctan

(
y f − yk

xj − xk

)
→ +

π

2
,

∆y
∆x

=
yj − yk

xj − xk
→ +∞ (38)

arctan

(
yj − yk

xj − xk

)
→ −π

2
,

∆y
∆x

=
yj − yk

xj − xk
→ −∞ (39)

This implies that the ∆x between the two robots is very small, and minor measurement
errors can lead to significant deviations in the orientation observation, thereby causing
challenges in filter convergence [25]. Therefore, when the relative orientation is near
±(π/2), the relative orientation observation does not provide useful localization infor-
mation. Hence, prior to the filtering update, the observation is evaluated and selected
based on the 3δϕ law. If the difference between the observation and the expected value
exceeds 3δϕ, the observation is discarded. Subsequently, if the observation satisfies the
condition

∣∣Zj(k + 1)
∣∣ ∈ (π

2 − θt, π
2 + θt

)
, it is determined to fall within the range of ±(π/2)

and cannot be used for the filtering update. However, the state update of the inertial
guidance system is still employed.

4. Results and Discussion
4.1. Test Platform

To evaluate the performance of the multi-robot cooperative localization algorithm in
an open indoor environment, we designed a multi-robot experimental platform consisting
of a main robot and three smaller robots, as shown in Figure 11a.
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As shown in Figure 11b, the main robot is equipped with an onboard computer that
possesses processing and computing capabilities. It can be connected to a WiFi device
with a USB interface to facilitate communication among the multi-robot systems. The
member robots are equipped with microcontrollers responsible for motion system state
processing. In the actual experimental setup, the multi-robot platform utilizes a SICK laser
range scanner for distance measurement, and member robots are equipped with sonar
arrays as their distance sensors. The main robot is equipped with a rotating binocular
vision sensor, enabling the target image to be positioned as close to the center of the field
of view as possible, thus improving positioning accuracy. All experiments are conducted
and performed on this platform, with different experimental scenarios varying in the
combinations of robots and sensors. The configuration program of the multi-robot system’s
experimental platform equipment is shown in Table 2.

Table 2. Multi-robot experimental platform equipment configuration program.

Serial
Number Equipment Name Main Sensors and Information

Processing Units Robot Function Description

1 Main Robot
(Pioneer 3-AT)

• Integrated Odometer
• Integrated Gyroscope
• SICK Laser Rangefinder
• Binocular Vision Sensor
• In-car Calculator (1.44G main frequency,

4G memory, 64G hard disk)
• WiFi devices

• Maximum movement speed, 3 m/s
• Four-wheel construction with

four motors with encoders

2 Member Robot
(AmigoBot)

• Integrated Odometer
• Integrated Gyroscope
• Integrated Sonar Array (10)
• microcontroller (complete motion

information processing)
• WiFi devices

• Maximum movement speed, 2 m/s
• Maximum weight, 1 kg
• Four-wheel structure—two driving

wheels, two balance wheels

4.2. Test Scenarios

Three field tests were designed and conducted to assess the performance of the
proposed scheme and analyze error characteristics. Test Case 1 aims to evaluate the fusion
of odometry and gyroscope information using discrete Kalman filtering. Test Cases 2 and 3
are implemented in a multi-robot system performing formation marching, as illustrated in
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Figure 12, where the black circle represents the main robot and the white circles represents
the member robots.
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Figure 12. Positioning experimental trajectory of Test Cases 2 (the left part) and 3 (the right part).

Test Case 2 examines the performance of the joint filtering localization algorithm
during S-curve motion, where the master robot leads the member robots in formation. Test
Case 3 investigates the actual localization error in the presence of observation occlusion
when the multi-robot system moves in a circular trajectory. The deviation is calculated
by comparing the actual robot motion trajectory with a specified high-precision reference
trajectory.

All robots are equipped with WiFi communication devices that support IEEE802.11 se-
ries protocols, enabling the formation of a dynamic mesh network for data communication
among them. The specific experimental case scenario is presented in Table 3.

Table 3. Summary of the Test Cases.

Test Design Test Case 1 Test Case 2 Test Case 3

Test scenario
description

Circular motion of
single robot

The main robot leads the
members in an S-curve
movement in formation
according to a fixed
relative position

The member robots follow the
main robot in a circular motion
along the same
trajectory formation

Environment Empty indoor environment with member robots moving in formation with the main robot along a
designated trajectory

Fusion domain Positioning domain with open indoor environments
Robot movement speed ≤ 800 mm/s

Total Time
Duration 50 s 120 s 120 s

Competing
Solutions

Odo only
Odo/Gyroscope

Odo/Gyroscope Joint filtering
algorithm (Proposed)

Odo/Gyroscope Joint filtering
algorithm (Proposed, presence of
observation masking)

Reference The reference trajectory in the experiment is obtained from a set of high-precision combined
navigation equipment H Guide N580 and post-processed by Novatel commercial software IE 8.9.

4.3. Test Results and Discussion
4.3.1. Odometer and Gyroscope Information Fusion

Figure 13 illustrates a graph comparing the data fusion positioning (OFP) using both
the odometer and gyroscope with the trajectory deviation of using only the single sensor
odometer in the experimental scenario Test Case 1. The results demonstrate that the fused
trajectory exhibits greater proximity to the real trajectory compared to that when relying
solely on the odometer navigation, resulting in an accuracy improvement of 43.3%.

4.3.2. Joint Filter Positioning

Figure 14 presents the actual experimental results comparing the trajectories of odome-
ter fusion positioning (OFP) and joint filter model fusion positioning (JFV) in Test Case 2.
The figure contains three sets of curves corresponding to the three member robots. In
Figure 14a, the mean deviation of the navigation trajectory using odometer fusion is
11.3 mm. Over time, the deviation of the RI developed trajectory shows a significant
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increasing trend due to cumulative errors in the internal sensors. In contrast, the joint-
filtered navigation profile closely aligns with the reference trajectory without significant
cumulative errors. Figure 14b showcases the trajectory comparison between the main
robot’s odometer fusion localization (OFP) and joint-filtered model fusion localization
(JFV). The JFV curve effectively mitigates the cumulative error observed in OFP.
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Figure 14. Multi-robot system trajectory chart. (a) Trajectory of three member robots. (b) Trajectory
of mail robot.

Figure 15 displays the peak curves derived from the trajectory deviations calculated
during positioning experiments for both the main robot and the member robots. The JFV
trajectory of the main robot exhibits greater accuracy compared with that of the member
robots. This can be attributed to the main robot’s self-positioning in the global coordi-
nate system, which experiences fewer observation errors. On the other hand, the global
positioning of the member robots incorporates the observation errors of the main robot.
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4.3.3. Observation Occlusion Error Handling

The previous experimental procedure considered three error factors: target detection
delay, network delay, and filter requirements for observation orientation. However, no
treatment for masking observation errors has been applied. In this section, we use the
experimental scenario of Test Case 3 to evaluate the masking error in observations. Theorem-
type environments (including propositions, lemmas, corollaries, etc.) can be formatted
as follows:

Figure 16 illustrates a scenario where the robot follows a small arc trajectory. R1
represents the main robot, while R2 and R3 are member robots. Throughout the motion, R3
remains obscured by R2 and cannot be observed by R1. The accuracy of R2, which relies on
vision and laser navigation, is higher compared with that of R3, which relies on sonar array
ranging data.
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5. Conclusions

This paper introduces a cooperative localization method based on a joint filtering
model for practical multi-robot formation navigation. The method integrates sensor data
from various sources to achieve precise localization. The model incorporates observation
information from other robots, enhancing localization accuracy through cooperative efforts.
The fusion of a laser rangefinder and vision sensor enables unique laser-ranging-based
positioning by obtaining the target’s horizontal projection and the camera’s optical axis
angle. Using a discrete Kalman filter to merge internal sensor data demonstrates superior
real-time performance. The application of a visual target detection algorithm based on a
convolutional neural network, along with visual and laser localization, employs a joint
filtering model to fuse multiple sensors as a sub-filtering system. The resulting estimated
deviation of robot position has a root mean square value of 22.8 mm in the x direction and
24.6 mm in the y direction, comparable to current research results based on collaborative
autonomous SLAM positioning algorithms for multiple mobile robots that meet high
accuracy requirements [26]. Moreover, it surpasses the co-localization errors of existing
systems with multiple robot clusters in different formations. Lastly, an in-depth analysis of
error sources is conducted in the actual formation application of a multi-robot system [27].
Experimental results demonstrate that the proposed positioning method achieves precise
positioning with a small error range and negligible cumulative errors, making it suitable
for real-world robot formation applications.

In our future work, we will engage in research in four challenging directions, including
the improvement of navigation performance of multi-robot systems, formation control, and
cooperative communication.
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(1) Leveraging current technology [28], we aim to enhance and optimize our scheme. This
involves addressing observation errors arising from the information fusion process
and tackling time-delay errors in diverse formation configurations, varying robot
numbers, and investigating different communication conditions. This challenging
aspect contributes to the refinement of the existing architectural scheme.

(2) We will examine the impact of applying the existing algorithms in height-transformed
environments and develop 3D positioning information fusion schemes accordingly,
which should enable a more accurate estimation of trip energy consumption to support
some advanced future applications.

(3) Based on the accurate position information of member robots and obstacles, the
autonomous mobile robot group formation planning, holding, and control algorithms
will be further investigated in combination with the currently available algorithmic
models [29,30], and the optimal efficiency solution will be proposed based on different
task scenarios.

(4) It is necessary to conduct research on the interaction strategies of multi-robot systems
under specific topologies and to design transmission strategies for the information
in the interaction network, such as sensor data, communication protocols, control
information, and images, which will meet the requirements of formation missions
with high communication performance.
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