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Abstract: Crop classification is an important task in remote sensing with many applications, such
as estimating yields, detecting crop diseases and pests, and ensuring food security. In this study,
we combined knowledge from remote sensing, machine learning, and agriculture to investigate the
application of transfer learning with a transformer model for variable length satellite image time
series (SITS). The objective was to produce a map of agricultural land, reduce required interventions,
and limit in-field visits. Specifically, we aimed to provide reliable agricultural land class predictions
in a timely manner and quantify the necessary amount of reference parcels to achieve these outcomes.
Our dataset consisted of Sentinel-2 satellite imagery and reference crop labels for Slovenia spanning
over years 2019, 2020, and 2021. We evaluated adaptability through fine-tuning in a real-world
scenario of early crop classification with limited up-to-date reference data. The base model trained on
a different year achieved an average F1 score of 82.5% for the target year without having a reference
from the target year. To increase accuracy with a new model trained from scratch, an average of
48,000 samples are required in the target year. Using transfer learning, the pre-trained models can be
efficiently adapted to an unknown year, requiring less than 0.3% (1500) samples from the dataset.
Building on this, we show that transfer learning can outperform the baseline in the context of early
classification with only 9% of the data after 210 days in the year.

Keywords: satellite image time series; crop type mapping; early classification; transformers; transfer
learning; Slovenia; Sentinel-2

1. Introduction

Land cover classification is an important task in remote sensing with numerous appli-
cations in agriculture, environmental monitoring, and land management [1,2]. One of its
most important applications is crop classification [3,4], which is essential for many reasons,
e.g., expected yield determination, detecting crop diseases and pest impact, and ensuring
food security [5]. Recent developments in the field of crop classification using Satellite
Image Time Series (SITS) in combination with machine learning [6–8] have shown that it is
possible to differentiate between different crops before the end of their growth cycle. This is
important, as we prefer to have the crop type information available as soon as possible,
i.e., in real time. This approach, referred to as early classification or in-season classification,
focuses on crop differentiation during their growth cycle. In a real-world scenario, we
would like to predict crop types in the same (current) year as quickly as possible. This is a
significant challenge due to limited data availability, as crop type information is collected
throughout the year and is often not fully available until after the season. This is particu-
larly true for the Common Agricultural Policy (CAP) in the European Union [9]. Most of
the studies conducted so far are based on datasets that include only a single year’s data.
In addition, there are only a few large-scale crop declaration initiatives worldwide, which
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underlines the importance of knowing what can be achieved with a limited amount of
recent reference data.

This study addresses early crop classification over several years for a large area, i.e., the
whole of Slovenia. Slovenia was selected because the reference data for agricultural land
use has been made publicly accessible and available for multiple years. In this paper,
we examine the role of pre-training and fine-tuning of a transformer architecture [10–13],
which has become the state of the art for deep learning in several fields. We use SITS from
individual years to either pre-train the model or to adapt (fine-tune) the model to the target
year using a small amount of the partially available SITS.

1.1. Crop Classification

When addressing crop classification, most studies use training and testing data from a
dataset limited to a single year [4,14–17]. The reason for this approach is the limited scope of
available sample annotations for crop classification. This means the models are often trained
on a single year and thus lack generalization capabilities. Meteorological conditions in the
target year can significantly affect vegetation development and impact the SITS temporal
signature, resulting in a different temporal signature for the same crop. Some authors
have attempted to improve the model’s generalizability by using multiple years to train a
single model [18]. More recently, some papers [16,19,20] have explored knowledge transfer
between years to address this issue. Weikmann et al. [20] studied knowledge transfer from
source to target year and showed that the performance decreases, but when some samples
from the target year are added, the model’s performance improves significantly.

Most previous work on early crop classification has focused on classical machine
learning methods [6,19,21] with complete SITS for a single year. Some authors [6–8]
show that the accuracy of early classification also depends on crop type and geographic
location. However, the ability to generalize over multiple years has not been thoroughly
studied [20]. Marszalek et al. [22] used Random Forest (RF) and Support Vector Machines
(SVM), which have shown promise but are not scalable and require re-training for each
additional observation with multi-year data.

Deep learning provides a solution to address this problem. As described by Yasir et al. [23],
deep learning is already used extensively in remote sensing, including in crop classification.
One of the most efficient deep architectures for processing SITS are transformers [11], which
can exploit temporal dependencies between different time points. Due to the hierarchical
nature of deep models and the iterative way in which they are trained, various knowledge
transfer techniques, such as fine-tuning (e.g., [13,24]), can be easily applied to limited
datasets. All deep models, including transformer-based architectures, can be optimized
and adapted faster to a similar task with good results by using pre-trained weights as a
basis. Although a few studies have addressed early crop classification, they were mainly
based on Recurrent Neural Networks (RNN) [25], Long Short-Term Memory(LSTM) [26],
and similar architectures. The use of transformers was limited to annual time series, making
our study the first to use transformers for early crop classification.

1.2. Objectives and Study Layout

The objective of this study was to produce a map of agricultural land, reduce required
interventions, and limit in-field visits. The goal is to attain results before the end of the
growing period. It is essential to strike a balance, avoiding premature assessments in the
current year that may compromise the quality of produced results. Specifically, we aim to
provide reliable agricultural land class predictions in a timely manner and quantify the
necessary amount of reference parcels to achieve these outcomes.

This paper presents a comprehensive study of temporal generalization in early crop
classification using transformer architecture. The study revolves around a real-world
scenario where (additional) satellite data continuously becomes available, typically every
week, allowing for continuous improvement of the model. Our analysis focuses on com-
paring models that have been trained from scratch with those that have been pre-trained
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and fine-tuned using data from the target year. We investigate this using a dataset span-
ning multiple years for the entire country (Slovenia) and examine the number of samples
required, earliness, and contribution of historical data to achieve better crop classification
performance. To our knowledge, this is the first study to investigate early crop classification
in temporal knowledge transfer scenarios for deep learning models and the first study to
investigate transformer architectures with respect to early crop classification.

2. Materials
2.1. Study Area

This study was conducted for the entire country of Slovenia [27], located in Central
Europe with a diverse landscape characterized by a complex mosaic of different landscapes
due to relief, climate, landscape, and agricultural practices, as seen in Figure 1. In the north,
the alpine hills are characterized by meadows and pastures. In the western part, vineyards
and olive groves predominate. There is a pronounced agricultural focus in the northeast,
where hops are the main crop. The country’s total area is around 20,000 km2, of which 36%
is agricultural land. Due to terrain characteristics and land ownership, parcels in Slovenia
are often small (on average less than five hectares in size), narrow (less than one Sentinel-2
pixel), long, and irregularly shaped, resulting in high fragmentation. This poses a challenge
for crop classification using Sentinel data.

Figure 1. Study area with the available agricultural land reference data in white. Entire Slovenia was
used as a region of interest. The agricultural land covers less than 36% of the area but represents high
diversity due to the different relief, climate, landscape characteristics, and agricultural practices.

2.2. Reference Data

Reference data were extracted from farmers’ declarations that are provided annually
and published by the Ministry of Agriculture, Forestry and Food of Slovenia [28]. The data
can be downloaded directly from the ministry website. Our study used the data for the years
2019, 2020, and 2021. The data include over 200 land cover types, which we reclassified
into 30 taxonomically similar classes in collaboration with experts from the Agency for
Agricultural Markets and Rural Development. Even though the aggregated dataset contains
grasslands and fallow land classes, we refer to them as crop classes throughout this study.
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This terminology aligns with that used in related research, emphasising our focus on
distinguishing between various crop types.

These aggregated (major) groups can be found throughout the European Union.
The distribution of samples for each reclassified crop group can be seen in Figure 2 for the
year 2021. All years, on average, contain 592,000 referenced agricultural parcels (Table A1),
with similar class distribution. Most reference samples fall into a few prominent groups,
namely maize, followed by vegetables, winter cereals, vineyards, and winter barley. Four-
teen smaller classes represent categories with less than 1000 samples (orange), while
meadows (green) have 92 times more samples than all smaller classes combined. It is worth
noting that this distribution is specific to Slovenia and differs from that of other countries.

102 103 104 105

Sample count

Meadows
Maize

Vegetables
Winter cereals

Vineyards
Winter barley

Potatoes
Leafy legumes/grass mixture

Pumpkins
Summer cereal

Orchards
Fallow land

Winter rape
Fodder crops

Soybean
Buckwheat

Hop
Crimson clover

Sunflowers
Early potatoes

Strawberry
Nitrogen fixing plants

Ornament plants
Honey plants mix

Industrial hemp
Spring rape
Sugar beet

Winter Legumes
Short rotation/ roses

Root-stock nursery Count < 1000
1000 <= Count <= 100,000
Count > 100,000

Figure 2. Reference data distribution for the year 2021. Some classes are specific to certain regions,
such as hop, while others, like meadows, can be found across the whole country.

The study area was divided into training–validation–testing groups, in the same ways
as proposed and named by authors of the SITS-BERT model [11] utilized in this study. We
divided the study area into H3 hexagons [29], as shown in Figure 3. We chose hexagons
because they offer a consistent division of the Earth’s surface on multiple scales, do not
overlap, and provide the technology for efficient large-scale computing [30,31]. Subdivi-
sions were made at the zoom (https://h3geo.org/docs/core-library/restable/, accessed
on 5 July 2023) Level 7, which determines the size of the hexagons, with each hexagon
covering approximately 5.2 km2 as this best reproduces the original data distribution. Some

https://h3geo.org/docs/core-library/restable/
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hexagons, mostly in the mountain regions, were left out because there were few or no crops
in the area.

The hexagons were randomly assigned to both the training and testing datasets.
The same spatial distribution was used for all years, resulting in a similar class distribution
between test and training. We used 2/3 of the hexagons for training and 1/3 for testing.
During training, 1/5 of the training dataset was used for validation to select the best model
for each run.

Figure 3. The study area was divided into H3 hexagons, where reference data are present, into training,
validation, and testing datasets.

2.3. Satellite Image Time Series

Sentinel-2 [32] imagery was used because of its high spatial resolution of 10 m (in B2, B3,
B4 and B8, the four bands mainly used for agriculture) and revisit time of 5 days. Based on
this imagery, one SITS was generated for each reference parcel. Every parcel was assigned to
only one hexagon, belonging to only one-training, testing—data split. Parcels smaller than
one Sentinel-2 pixel were excluded because it was not possible to create representative SITS
for such small areas. Data were downloaded from the Sentinel Hub (https://sentinel-hub.
com, accessed on 5 May 2023), aggregated by parcel and masked. In the data preprocessing
step, the atmospherically corrected Sentinel-2 L2A imagery for years 2019, 2020, and 2021
was downloaded from Sentinel Hub. We used the 12 bands of the L2A product, and
retrieved also the s2cloudless mask, which provides additional information about cloud
cover and offers cloud probability for each pixel. All pixels with cloud probability greater
than 0.4 were masked out. After applying the cloud mask, a mixture of valid and undetected
anomalous observations (usually caused by cloud shadows, snow, and haze) still remained.
To mask such outliers, a LightGBM model, trained specifically on hand-labelled data from
agricultural parcels in Slovenia, was used (https://area-monitoring.sinergise.com/docs/
signal-processing/, accessed on 23 May 2023).

The remaining valid observations were aggregated for each parcel using the mean of
the pixels that were entirely within the parcel boundaries. This ensured that signals from
different parcels were not mixed. The final SITS had values for 12 bands, i.e., the mean per
parcel for every time. The dataset was structured as shown in Figure 4. Each row consisted

https://sentinel-hub.com
https://sentinel-hub.com
https://area-monitoring.sinergise.com/docs/signal-processing/
https://area-monitoring.sinergise.com/docs/signal-processing/
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of the observed values O for each of the bands B in succession for each observation time t
for a single parcel. The corresponding day of year (DOY) t was given for every observation
time (total L times) and the agricultural land class for the parcel. The length of each row
was different, as we included only valid observations, meaning that L was different for
every row.

Class ID

O1
1

O2
1

… OL
1

O1
12

O2
12

… OL
12

t1 t2 … tL AGRI class

0.14 0.13 … 0.08 0.1 0.09 … 0.09 3 10 … 290 2

0.16 0.12 … 0.11 0.14 0.12 … 0.17 5 12 … 255 4

0.12 0.13 … 0.09 0.09 0.08 … 0.09 32 45 … 290 10

Day of yearBand 1 Band B Band 12

…

…

…

…

Figure 4. The satellite image time series data structure that was used in the study. Each colour
represents a different feature—every row consists of values (O) for each observation time (t) and
band (B). This is followed by the corresponding DOY, and agricultural land class for the parcel.

3. Methodology

In this study, we investigate knowledge transfer and fine-tuning for the classification
of SITS using a transformer-based neural network architecture. Our goal is to use large
amounts of SITS from previous years to train robust and transferable spectral–temporal
features. With the trained models, we can improve the accuracy of annual classification,
even in cases where reference information is lacking. We use the term source year on which
the pre-training was performed and term target year for the year used to fine-tune the
model. The terms source and target are standardly used in the field of computer vision to
represent the source dataset used to train the model and the target dataset, which is used for
optimizing and evaluating the model’s performance. Assuming a weak correlation between
individual years in our dataset, each year can be used interchangeably for both roles.

3.1. Transformers

The machine learning model used in the study is based on the transformer deep neu-
ral network architecture [10], and we utilize the transformer implementation SITS-BERT
proposed in [11]. The SITS-BERT architecture is composed of two parts, an observation em-
bedding layer and a transformer encoder, as shown in Figure 5. The authors that developed
the architecture used a self-supervised pre-training scheme to train the model. The scheme
uses extensive unlabelled data to learn general spectral–temporal representations of land
cover semantics. The pre-trained network is then fine-tuned using smaller task-related
referenced data to adapt to different SITS classification tasks. This approach has been
shown to improve classification accuracy and reduce the risk of overfitting.

The self-supervised pre-training step is skipped in our study since historical data are
available, and the study focuses on knowledge transfer between years. To this end, we
adjust the training process to examine the importance of the referenced samples on the
obtained results. In addition, transformers can use partially available time series data of
different lengths, meaning the SITS do not need to be preprocessed to the same interval,
as is the case with RF and SVM. This makes transformers a better choice for early crop
classification than RF and SVM.
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(      ,     ) (      ,     ) (      ,     ) (      ,     )Input

Figure 5. The structure of SITS-BERT that was used in the study, adapted from [11] authored by
Yuan Yuan and Lei Lin (licensed under CC BY 4.0). The figure was modified by changing the input
abbreviations, as used in our study, and the detailed transformer block was omitted. The input SITS
consists of tuples at each time step is a pair of observation values (O) and corresponding DOY (t).

3.2. Evaluation Metrics

We used the most commonly used evaluation metrics, i.e., the Overall Accuracy
(OA) [6,8] and F1 score [7,19,20] that both summarize global model performance. OA
represents the proportion of correctly classified samples by dividing the number of all
correctly classified samples by the number of all referenced samples in the dataset. The F1
score, on the other hand, combines two metrics, precision and recall, into a single measure.
Precision is the fraction of relevant instances among the retrieved instances, it is calculated
as the number of correctly classified samples (true positives) divided by the number of both
correctly and incorrectly classified samples (true positives and false positives). Recall is
the fraction of relevant instances that were retrieved, it is the number of correctly classified
samples (true positives) divided by the number of all samples for the specific class (true
positives and false negatives).

Both metrics range from 0 to 1, with higher values indicating better performance. We
focus on the F1 score because it accounts for false positives and false negatives. In other
words, it considers both a model’s ability to correctly classify instances of one class and
its ability not to misclassify instances of other classes as that class. The weighted F1 score,
which calculates the F1 score for each class and then takes the average weighted by the
number of instances in each class, is used in our study. In this way, higher importance is
given to the more abundant crops and shows how well the model performs at the country
level rather than the individual crop level.

To gain further insight, we used a confusion matrix to show how well the model
performs in each class and where it has problems. The matrix consists of all available
samples and classes ordered by the correct and predicted class, with the diagonal values
representing the correct predictions and outside the diagonal are samples the model pre-
dicted wrong. When looking at the confusion matrix, one must also consider the specific
characteristics of the dataset and the problem when interpreting the results.

3.3. Testing Layout

We designed a series of experiments to analyse the data and the models. These
experiments aimed to evaluate the effects of temporal generalization, transfer learning,
and early classification on the model’s performance and to gain insights useful for future
research in this area. The experiments were divided into four groups:

• Temporal generalization: to assess the extent to which the model could generalize
across different years and the importance of prior knowledge, we tested the model’s
performance for each year. The trained weights were used in subsequent experiments.
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• Undersampling: the effects of a limited sample size, assessed by randomly selecting
a subset of the available data and reducing the sample size to a fraction of the total.
This allowed for us to examine the model’s performance under conditions of limited
data availability.

• Transfer learning: building on the experiments of undersampling and temporal gener-
alization, we investigated how to optimize the model with limited reference data. We
used a pre-trained model and undersampled the available data to simulate the scarcity
of reference data and to determine the minimum number of samples required to
obtain comparable results as with the entire dataset. By combining these experiments,
we gained insight into the model’s ability to handle limited data and adapt to the
classification scenario for a different year, ultimately optimizing the model for the
real-world use case.

• Early classification: combining all the previously mentioned experiments and eval-
uating the impact of limited temporal information on the model’s performance by
gradually adding more data to the model as it became available over time. Simulating
a real world in which new observations become available (over the course of the
year). In this way, we gain insights into how the model can be used for early crop
classification.

The procedure is illustrated in Figure 6, where the initial model was trained separately
for each year and evaluated on all years to establish the baseline that serves as a reference
for all other evaluations. We optimized the produced models for a different year to create
a fine-tuned model with a reduced sample size. In the final step, we also reduced the
available temporal information to evaluate the model’s performance in the context of early
classification. The procedure is applied for all combinations, e.g., in Combination 2 in the
Figure 6, the year 2020 was used to train the initial model, and the model was evaluated on
both 2019 and 2021 to establish the baseline. This model was then fine-tuned with a subset
of 2019 and 2021 datasets individually, while the temporal information was also reduced to
simulate early classification.

Satellite image
time series
2019, 2020,

2021

Initial model

Evaluate

year A

year B Baseline

Fine-tuned model Early crop
classification  

Combinations
year A year B

1 2019 2020, 2021
2 2020 2019, 2021
3 2021 2019, 2020

Figure 6. Flowchart of the procedure used to evaluate the models. All years were used as either A
or B to train the initial model, which was then fine-tuned for the target year and evaluated for early
crop classification.

The following hyperparameter settings were used for all models: the maximum se-
quence length was increased to 127, and the number of classes was set to 30. After extensive
experimentation with different parameters, the learning rate was set to 10−5 since it pro-
vided the best results on average. We also reduced the number of epochs to 100 and
increased the batch size to 1500 to optimize training efficiency. To prevent overfitting and
ensure the model’s stability, we stopped training early if the F1 score on the validation
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dataset did not improve after 15 epochs. The rest of the model’s parameters were not
changed and are consistent with the authors’ original proposal [11].

These specific hyperparameters were maintained for all runs to provide a standardized
framework for comparison and to ensure reliability and reproducibility between runs.
The training and optimization procedures were performed on three RTX 2080 Ti GPUs,
with the total training time spanning more than 205 days.

4. Results

The chapter is divided into four parts, following the same structure as described in
Section 3.3. Based on temporal generalization, we establish a baseline, which serves as
a reference for all subsequent experiments. We continue with undersampling, where we
investigate the impact of limiting the available training samples on the model’s performance.
Using transfer learning, we build on these findings, and compare the results obtained
by fine-tuning the models trained on a source year with the data from the target year.
Combining all these finding for early classification, we determine the earliest time at which
these results can be provided.

4.1. Temporal Generalization

To ensure the comparability of the models for different years, the training parameters
were kept the same for all experiments. The results of the temporal generalization experi-
ment are summarized in Table 1 using F1 score. All models achieved an F1 score above 91%
for the observed year, as seen at the diagonal values in the table. Comparing the average of
the rows for all years, the models trained on 2019 and 2021 achieved similar performance,
with the performance of the model trained on the year 2020 standing out. The model
was able to achieve only slightly lower performance in the training year, but was able to
generalize better to the target years. When comparing test performance by averaging the
columns, the models for the different years were able to achieve 85.4% of the F1 score. If the
year for which the model was trained was excluded, the performance dropped to 82.5%.
This score was a baseline of what can be expected from a model’s performance for a target
year. We included it in the following visualizations to determine when model performance
exceeds this value.

Table 1. Evaluation of individual models for temporal generalization using the F1 score. Rows
representing an individual model’s performance and columns representing the model performance
for a given year. The column and row with the text Without trained year indicate the average value
by excluding the performance on the training year. The average without trained year in the bottom
right is later used as a baseline.

Test

2019 2020 2021 All years Without trained year

2019 91.2 75.2 86.3 84.3 80.8

Tr
ai

n

2020 87.0 91.2 85.6 87.9 86.3

2021 84.7 75.9 91.4 84.0 80.3

All years 87.7 80.8 87.8 85.4

Without trained year 85.9 75.6 85.9 82.5

4.2. Undersampling and Transfer Learning

In the experiments, training was performed with a different number of available
samples to investigate how these different quantities affect model performance. Figure 7
visually represents the correlation between performance and the increasing number of
samples used for training in each iteration. As expected, increasing the sample size con-
sistently led to improved performance on the test dataset. The model in blue was trained
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from scratch. The model trained with the original distribution (solid line) outperformed
the baseline (red line) when we used at least 48,000 samples. All subsequent steps included
double the number of samples and only a slight performance improvement.

We also investigated the effects of the training data distribution on model performance.
Two lines of the same colour are distinguished by the distribution of the training data.
The solid line represents the model trained on the original distribution of the available data
(original). In contrast, the dotted line represents the model trained on a distribution with
an equal number of samples for all classes (equal), if available. The model’s performance
with equal class distribution starts at almost 0% when all classes have the same number
of samples. However, the model’s performance is comparable to the original distribution
(solid line) after training with 5000 samples. The gap between the two distributions
increases again after 12,000 samples and converges after 100k samples.

Figure 7 visualizes a pre-trained model (orange) performance with equal distribution
next to the original distribution, measured by the F1 score. The pre-trained models always
perform better than the corresponding models trained from scratch (blue). The two solid
lines differ by 33% when 1500 samples are used. However, when the sample size increases
to 48,000 samples, the difference decreases to less than 5%. Similar to before, the model was
trained with an increasing amount of samples from a target year. In the case of pre-training
(solid orange), the baseline can be outperformed with only 1500 samples (less than 0.3% of
the original dataset). When we increased the size to 12,000 samples, the standard deviation
of the solid orange line dropped below 1%, leading to consistent results between runs.

104 105

Number of samples

0

20

40

60

80

100

F1
 sc

or
e

Undersampling

No pretraining equal
No pretraining original
Pretraining equal
Pretraining original
Baseline

Figure 7. Performance of the model with an increasing number of available samples. Blue represents
a new model trained from scratch. Orange represents the performance using a pre-trained model,
fine-tuned on the target year. The baseline was defined in Table 1 and is the performance we want
to exceed. This is achieved with 48,000 samples when training from scratch and with 1500 samples
when fine-tuning a pre-trained model.

4.3. Early Classification

We know from previous experiments that we can obtain reliable results with pre-
trained models and fine-tuning with only 12,000 samples when SITS are available for the
whole year. The results change if the SITS are not available for the entire year. By adding
the observations as they become available (all observations up to the specified DOY), we
can simulate the progression of a year. As shown in Figure 8a, the average performance
from 12,000 samples (blue) is only above 50% before the 200 DOY. Still, it increases steadily
as the year progresses and more data become available. After the end of August, at the
240 DOY, the model’s performance exceeds the baseline. In other words, by fine-tuning a
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model with 12,000 samples, we can provide reliable results after the 240 DOY mark. By
increasing the number of samples to 24,000 (orange), one can observe an improvement in
overall performance. The average performance up to 200 DOY is now always above 60%,
and the model exceeds the baseline slightly earlier and shows a few percent improvements
at the 240 DOY mark compared to the use of only 12,000 samples. However, the most
significant improvement can be observed with 48,000 samples (green). The performance
is already above 70% at the beginning of May (120 DOY). At 210 DOY, at the end of July,
the model already exceeds the baseline (82.5%) determined in Section 4.1. The model
performs well for groups with more samples (meadows, maize, winter cereals) but confuses
similar groups, such as roses and ornament plants. The complete confusion matrix can be
found in the Appendix see Figure A1.

Looking at the standard deviations of the models shown in Figure 8a and plotting
them in Figure 8b, revealing patterns emerge. The models with 12,000 and 24,000 samples
have a high standard deviation up to the 240 DOY mark. In contrast, the standard deviation
of the 48,000 model decreases significantly already before 180 DOY.
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Figure 8. Model performance when increasing the available temporal information until each DOY.
(a) The F1 score increases with both the number of samples and available temporal information.
(b) The standard deviation of the F1 score decreases with the additional samples and information
that becomes available as the year progresses and more observations are available to produce
the classifications.
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To illustrate the change in predictions produced by the model, we increase the temporal
information until each DOY in Figure 9 and show the change in predictions over the course
of the year for a selected parcel. We choose a parcel where the class changes several times,
and the visualization is limited to the trend of only the relevant classes. The crop type
changes several times from maize to hop, meadow, and then back to maize. Finally, at the
210 DOY mark, it is correctly classified as soybean. As time progresses, the score for most
classes decreases while the score for the most likely class increases.

Figure 9. Class score changes as the available temporal information increases. The visualization is
limited to five agricultural land classes. The selected parcel is outlined in red.

5. Discussion

We demonstrated the applicability of deep learning for crop classification using SITS
under the typical conditions of Earth observation, such as limited observations and refer-
ence data. Previous research [8,11] has already shown the adaptability of deep learning for
different geographical regions and continents. We evaluated the model’s ability to adapt
and generalize to target years by capturing temporal crop patterns.

5.1. Temporal Generalization

The result in Table 1 is consistent with the findings of [20], where a decrease in
performance of 10% to 14% was observed for the target years. In our study, a decline
between 5% and 16% was observed for the target years, depending on the specific year.
Our results showed a similarity between 2019 and 2021, as the model identified distinct
features for these years that were not present in 2020. The model trained on 2020 had
the highest degree of robustness, achieving an average performance of 86.3% on target
years. This indicated the model’s strong ability to generalize beyond the training year,
demonstrating its effectiveness in adapting to different years.

5.2. Undersampling and Transfer Learning

Selecting a robust model can lead to improved performance when data for the target
year are limited, potentially reducing the need for extensive reference data collection
that may not even be possible in the case of past years. Deep learning often requires a
significant amount of referenced samples to achieve satisfactory results, and these are
often scarce. While increasing the amount of training data usually improves results up
to a point, the importance of data distribution is often overlooked and can cause poor
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performance. As shown in Figure 7, when training a model from scratch (blue lines), we
start with the original distribution with an F1 score above 50%, whereas within an equal
distribution for each class, the F1 score starts at 2%. In the case of our complex problem
and with only 1500 samples, it is very likely that the model predicts the majority class
without learning meaningful features about the classes. The difference in performance is
comparable at around 15 k samples, where all samples for smaller classes are already used.
After that, the gap between the two distributions increases again despite the increase in
available samples. Finally, both models achieve the same performance when trained with
all available samples, as there are no more differences in data distribution.

The pre-trained models provide a solid starting point, even if no data are available for a
particular target year. This is especially valuable when reference data are limited. We notice
a similar improvement to the work of Weikmann [20], but we explore the data importance
further. The effects of equal distribution (orange dotted line) are less pronounced in this
scenario. Both distributions in orange benefit from the prior information and improve
the model’s overall performance. Pre-trained models require minimal data to adapt to
a target year, showing promising results in reducing the amount of reference data that
must be collected, even if the vegetation trend differs between years. This potentially saves
computing power and time needed for each subsequent year. However, changes in the
temporal patterns of crops and land management can lead to fluctuations in performance.
Dealing with unbalanced datasets remains a significant challenge and an area where further
improvements can be made.

5.3. Early Classification

When utilizing limited temporal data, we can still significantly improve the model’s
performance without re-adapting and optimizing the model for early classification, which
is necessary with classical machine learning methods such as RF and SVM [22]. With a
pre-trained deep learning model, we can distinguish between different crops during the
growth cycle, even with only a portion of observations. Our experiments with 12,000 and
14,000 samples shown in Figure 8a can outperform the baseline at 240 DOY, but we need
a larger sample size to do so earlier in the year. After fine-tuning with 48,000 samples,
we already outperformed the baseline at 210 DOY. The standard deviation shown in
Figure 8b indicates increased model stability when more data are used, as the standard
deviation value drops significantly earlier when we fine-tune the model with 48,000 samples.
This leads to more consistent and predictable results.

Identifying the predicted parcel classes with early classification makes it possible
to reduce the number of on-site visits requested in the context of the CAP. This reduces
costs and streamlines the process, benefiting both the authorities and farmers. Providing
this information early in the season limits visits or interventions to those parcels whose
classification is unclear, optimizing resource allocation and minimizing disruption to farm-
ers. Using pre-trained models is crucial in reducing data requirements and training time,
leading to better in-season results. This increased efficiency allows for quick adaptation
to incoming data and informed decision making. The reduction in computational needs
is cost effective, environmentally friendly, and in line with sustainability goals while also
providing insights as the year progresses.

6. Conclusions

In this study, we investigated crop classification with limited data and the application
of a transformer deep learning model in this context. Our experiments can provide insights
into crop monitoring and yield estimation, which are important for ensuring food security.
When analysing multi-year data, we showed that at least 48,000 referenced parcels (9% of
the total dataset) are required to exceed baseline performance. If this data are unavailable,
using existing data from other years is a good starting point. When assessing performance
for 2019, 2020, and 2021, without information for the target year, we achieved an average
F1 score of 82%. It is important to note that using only data from source years results in a
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significant drop in performance for the target years, ranging from 5% to 16%, depending
on the similarity between years. The result was similar to the work of Weikmann [20]
and was here validated with three years of data. This performance gap can be reduced by
fine-tuning with samples from the target year.

Combining a pre-trained model with additional samples from the target year can
significantly improve the model’s performance. In our study, fine-tuning a model with
only 1500 (less than 0.3% of the total data for Slovenia), we were able to outperform the
baseline (average performance of models, trained on source years), with an average F1
score of 82.5%. Using a pre-trained model provides good results in a shorter time and
reduces processing time, processing demands and thus the carbon footprint since we do
not need to train a model from scratch (which would require significantly more resources).
We tested this method with transformers that are currently state of the art. However, we
believe that similar results can be achieved with other deep learning models if they can use
temporal information.

The combination of early classification and a pre-trained model provides better results
before the end of the year. Our results showed that the model fine-tuned with only
12,000 samples performed better than the baseline on average after the end of August.
Moreover, the standard deviation decreased as the number of samples increased, making
the model’s performance more reliable on the target year. For Slovenia, using 48,000 samples
allowed the classification of the crops before the 210th DOY, which corresponded to the
end of July.

To achieve optimal performance, it was essential to use a training dataset with a class
distribution that matches the expected distribution of crop types during testing. Deviation
from this distribution can lead to lower performance, as the model already has difficulty
generalizing effectively to different years. This would be a problem if farming practices
would change drastically in the target year. Since the model has not yet seen this data, this
could result in lower accuracy and generalization. As shown in Section 4.2, this problem
could be addressed by collecting at least 0.3% of the reference samples from the target year
to fine-tune a pre-trained model and improve the results.

Further research on the efficient use of data and modelling is still needed. While our
study focused on a single SITS for each parcel, using individual pixels within larger parcels
could generate more training samples and reduce reliance on reference data. In combination
with data augmentation, this could be reduced even further. This approach could also
be a way to solve the problem of class imbalance in the source data. It should also be
investigated how the model performs when trained with multiple years, what limitations
exist when fine-tuning with additional years, and how sample requirements can be reduced
when multiple years of data are available to enable accurate classification in the target year.
The suggested studies could provide further insight into maximizing the use of historical
data for crop classification.
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Appendix A

Appendix A.1

Data used in this study were prepared in the structure as suggested in [11], with the
classes derived from the reference available at (https://rkg.gov.si/vstop/). After cleaning
and reclassifying the dataset, the samples were divided into train, validation, and test
segments, as shown in Table A1.

Table A1. Per year sample distribution between train, validation, and test.

Years

2019 2020 2021 Average

Train 328,047 329,388 329,028 328,821

Su
bs

et

Validation 68,638 68,893 68,745 68,759

Test 194,025 194,738 194,547 194,437

Sum 590,710 593,019 592,320 592,016

During the training process, the models were evaluated with different combinations
of years and produced a range of metrics to assess their performance. In Figure A1, we
show a confusion matrix produced by one of the fine-tuned models. The confusion matrix
shows the accuracy of the model for each class: meadows, maize, and hop are the three
classes with an accuracy of over 90%. Both maize and hop are not confused with meadows
but with each other at about 5%. At the same time, most of the other classes are often
confused with meadows. This is due to the similarity of the trend captured by the satellite
images and the fact that meadows are the majority class. The biggest confusion is with
the smallest class, short rotation/roses, with 88%, which has less than 100 samples. While
soybean and hop both have an accuracy of over 85%, it is worth noting that the model can
distinguish them well even though only a few thousand samples are available for training.
On the other hand, many different classes in the dataset have a more significant number of
samples, and the models had difficulty classifying them accurately.

The discrepancy in performance between classes with a large number of samples
and those with a smaller number is common in Earth observation. The sample imbalance
significantly impacts the model’s ability to effectively classify specific classes within the
dataset. Further investigation and exploration of techniques to address class imbalance
could improve the model’s performance for classes with limited samples.

https://rkg.gov.si/vstop/
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1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30
Predicted

Meadows
Maize

Winter cereals
Winter barley

Leafy legumes/grass mixture
Pumpkins

Vegetables
Winter rape

Summer cereal
Potatoes
Soybean

Fallow land
Honey plants mix

Industrial hemp
Buckwheat

Winter Legumes
Sunflowers

Fodder crops
Sugar beet
Spring rape

Short rotation/ roses
Ornament plants

Nitrogen fixing plants
Crimson clover

Hop
Orchards

Vineyards
Root-stock nursery

Strawberry
Early potatoes

Tr
ut

h

0.96 0.01 0.00 0.00 0.01 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.01 0.00 0.00 0.00

0.01 0.90 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.05 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.02 0.00 0.00 0.00 0.00 0.00

0.07 0.01 0.74 0.04 0.01 0.01 0.05 0.00 0.03 0.00 0.00 0.00 0.00 0.00 0.00 0.02 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.01 0.00 0.00 0.00 0.00 0.00 0.00

0.08 0.02 0.06 0.69 0.01 0.00 0.06 0.00 0.02 0.00 0.00 0.00 0.00 0.00 0.00 0.02 0.00 0.00 0.00 0.00 0.00 0.00 0.01 0.01 0.00 0.00 0.00 0.00 0.00 0.00

0.58 0.03 0.01 0.00 0.29 0.00 0.02 0.00 0.00 0.00 0.02 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.01 0.00 0.00 0.02 0.00 0.00 0.00

0.01 0.06 0.00 0.00 0.02 0.60 0.03 0.00 0.00 0.00 0.21 0.00 0.00 0.00 0.01 0.00 0.00 0.00 0.03 0.00 0.00 0.00 0.00 0.00 0.03 0.00 0.00 0.00 0.00 0.00

0.25 0.11 0.02 0.02 0.07 0.03 0.21 0.00 0.02 0.01 0.05 0.00 0.00 0.00 0.01 0.00 0.00 0.00 0.01 0.00 0.00 0.00 0.01 0.00 0.05 0.02 0.07 0.00 0.00 0.01

0.03 0.00 0.01 0.02 0.01 0.00 0.05 0.70 0.01 0.00 0.00 0.00 0.00 0.00 0.00 0.13 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.03 0.00 0.00 0.00 0.00 0.00 0.00

0.15 0.03 0.16 0.09 0.01 0.00 0.03 0.00 0.41 0.00 0.01 0.00 0.00 0.00 0.00 0.02 0.00 0.00 0.00 0.00 0.00 0.00 0.04 0.00 0.01 0.00 0.01 0.00 0.00 0.00

0.26 0.14 0.00 0.00 0.06 0.03 0.07 0.00 0.04 0.12 0.09 0.00 0.00 0.00 0.00 0.00 0.02 0.00 0.00 0.00 0.00 0.00 0.04 0.00 0.01 0.01 0.04 0.00 0.00 0.05

0.01 0.06 0.00 0.00 0.02 0.00 0.01 0.00 0.01 0.00 0.86 0.00 0.00 0.00 0.01 0.00 0.00 0.00 0.00 0.01 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00

0.39 0.11 0.01 0.01 0.05 0.03 0.09 0.01 0.02 0.00 0.04 0.01 0.00 0.00 0.01 0.02 0.00 0.00 0.00 0.00 0.00 0.00 0.02 0.01 0.05 0.03 0.09 0.00 0.00 0.01

0.18 0.11 0.00 0.00 0.16 0.03 0.04 0.00 0.14 0.00 0.07 0.01 0.02 0.01 0.03 0.02 0.04 0.00 0.00 0.00 0.00 0.00 0.09 0.01 0.02 0.01 0.02 0.00 0.00 0.00

0.16 0.20 0.00 0.00 0.12 0.02 0.03 0.00 0.00 0.00 0.34 0.00 0.00 0.01 0.04 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.02 0.00 0.05 0.01 0.00 0.00 0.00 0.00

0.12 0.14 0.00 0.01 0.12 0.07 0.04 0.00 0.01 0.01 0.15 0.00 0.01 0.00 0.12 0.01 0.02 0.00 0.07 0.01 0.00 0.00 0.01 0.03 0.03 0.00 0.01 0.00 0.00 0.01

0.04 0.04 0.00 0.04 0.04 0.00 0.04 0.12 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.46 0.00 0.00 0.00 0.00 0.00 0.00 0.17 0.04 0.00 0.00 0.00 0.00 0.00 0.00

0.07 0.07 0.01 0.00 0.07 0.15 0.04 0.00 0.00 0.00 0.27 0.00 0.01 0.01 0.03 0.00 0.13 0.00 0.12 0.01 0.00 0.00 0.02 0.01 0.00 0.00 0.01 0.00 0.00 0.00

0.28 0.23 0.00 0.01 0.09 0.02 0.09 0.00 0.01 0.02 0.09 0.00 0.00 0.03 0.00 0.00 0.00 0.00 0.03 0.00 0.00 0.00 0.00 0.00 0.01 0.00 0.07 0.01 0.00 0.00

0.02 0.04 0.00 0.00 0.08 0.02 0.06 0.00 0.00 0.00 0.08 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.66 0.00 0.00 0.00 0.00 0.00 0.04 0.00 0.00 0.00 0.00 0.00

0.13 0.12 0.05 0.00 0.06 0.06 0.03 0.18 0.01 0.00 0.13 0.00 0.00 0.00 0.08 0.01 0.00 0.00 0.00 0.04 0.00 0.00 0.05 0.00 0.03 0.00 0.00 0.00 0.00 0.01

0.88 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.12 0.00 0.00 0.00

0.38 0.04 0.03 0.00 0.02 0.00 0.09 0.00 0.03 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.25 0.00 0.17 0.00 0.00 0.00

0.07 0.05 0.00 0.01 0.04 0.00 0.01 0.01 0.05 0.01 0.02 0.00 0.01 0.00 0.00 0.01 0.01 0.00 0.01 0.00 0.00 0.00 0.67 0.00 0.01 0.00 0.01 0.00 0.00 0.03

0.19 0.16 0.01 0.01 0.09 0.02 0.06 0.01 0.02 0.00 0.01 0.00 0.00 0.00 0.02 0.14 0.01 0.00 0.00 0.00 0.00 0.00 0.00 0.24 0.02 0.00 0.01 0.00 0.00 0.00

0.00 0.08 0.00 0.00 0.00 0.00 0.01 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.91 0.00 0.00 0.00 0.00 0.00

0.22 0.01 0.00 0.00 0.01 0.01 0.15 0.01 0.01 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.30 0.24 0.00 0.00 0.04

0.25 0.01 0.00 0.00 0.01 0.00 0.01 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.01 0.69 0.00 0.00 0.00

0.07 0.07 0.00 0.00 0.07 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.60 0.20 0.00 0.00

0.23 0.07 0.02 0.00 0.05 0.00 0.23 0.00 0.07 0.00 0.02 0.02 0.00 0.00 0.00 0.07 0.00 0.00 0.00 0.00 0.00 0.00 0.03 0.00 0.15 0.03 0.02 0.00 0.00 0.00

0.05 0.05 0.00 0.00 0.10 0.01 0.04 0.00 0.04 0.05 0.02 0.00 0.03 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.27 0.00 0.03 0.01 0.05 0.00 0.00 0.24

Confusion matrix

Figure A1. Confusion matrix for the model trained on 2020 and then optimized on 2021 using
48,000 samples. The model was optimized with the information up to 210 DOY in the year 2021.
The darker areas represent higher number of samples.
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