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Abstract: Airborne laser scanning (ALS) is increasingly being used to enhance the 

accuracy of biomass estimates in tropical forests. Although the technological development 

of ALS instruments has resulted in ever-greater pulse densities, studies in boreal and  

sub-boreal forests have shown consistent results even at relatively small pulse densities. 

The objective of the present study was to assess the effects of reduced pulse density on  

(1) the digital terrain model (DTM), and (2) canopy metrics derived from ALS data collected 

in a tropical rainforest in Tanzania. We used a total of 612 coordinates measured with a 

differential dual frequency Global Navigation Satellite System receiver to analyze the effects 

on DTMs at pulse densities of 8, 4, 2, 1, 0.5, and 0.025 pulses·m−2. Furthermore, canopy 

metrics derived for each pulse density and from four different field plot sizes (0.07, 0.14, 

0.21, and 0.28 ha) were analyzed. Random variation in DTMs and canopy metrics increased 

with reduced pulse density. Similarly, increased plot size reduced variation in canopy 

metrics. A reliability ratio, quantifying replication effects in the canopy metrics, indicated 

that most of the common metrics assessed were reliable at pulse densities >0.5 pulses·m−2 at 

a plot size of 0.07 ha. 

Keywords: ALS; airborne laser scanning; digital terrain model; DTM; LiDAR;  

reliability ratio; tropical rainforest 
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1. Introduction 

Tropical forests store large amounts of carbon as biomass and regrowth of tropical forests sequester 

1.85 ± 0.09 Pg of carbon annually [1]. However, the annual loss of forest carbon due to deforestation 

and forest degradation in tropical areas is estimated to 2.01 ± 1.1 Pg [1]. In response to the important 

role of forests both as a source of carbon emissions and as a potential sink source, the UNFCCC 

negotiations have resulted in a policy and economic incentive mechanism for creating economic 

incentives for reducing loss of forest biomass and increasing the net sink of carbon in forests [2]. A 

key component in the proposed mechanism is monitoring, which ensures reliable measurement, 

reporting, and verification of the reduced loss, or net increase of forest biomass. To provide precise 

estimates of forest biomass the use of airborne laser scanning (ALS) has become increasingly popular, 

as several studies have demonstrated its good performance in tropical areas [3–10].  

Modern ALS instruments are able to emit pulses at a rate of up to around 800 kHz and are usually 

flown over the area of interest mounted on a small airplane. From each pulse the instrument is 

normally set to record up to 5–9 echoes per pulse, herein referred to as points. Acquisition of ALS data 

is costly compared to, for instance, optical satellite images or radar data. This cost is largely governed 

by the flight time, which can be reduced by flying higher and/or faster, resulting in cheaper, but fewer 

pulses per unit area.  

Recent studies of biomass in tropical forests using ALS have been conducted using different pulse 

densities and plot sizes. Pulse densities from 25 pulses·m−2 [11] down to about 1.5 pulses·m−2 [3] have 

been used. The results from these studies are similar in terms of biomass prediction performance and 

show that great pulse density is not a requisite for estimation of forest biomass.  

To study how sparse pulse densities (i.e. <1 pulse·m−2) affect the quality of the biomass estimates, 

controlled reduction of the ALS data has been used to assess the effect on model prediction  

accuracy [12–23]. Findings from such controlled experiments have resulted in reduced pulse density 

and lowered cost for ALS acquisitions for operational forest inventory purposes, making the 

technology more widely applied while providing biomass estimates at acceptable precision levels. 

Lowered costs and well-documented precision levels have resulted in sparse pulse density ALS 

missions covering large areas and even entire countries [24], providing valuable data for  

decision-making in forestry. Most studies of pulse density have been conducted in boreal coniferous  

forests [12–15,17,18] with examples also from temperate mixed-conifer forests [19,21] and subtropical 

pine plantation [16]. The main conclusions from the studies in coniferous forests have been that 

reducing pulse density down to, say, 0.1 pulses·m−2 has hardly any effect on the accuracy and 

precision of timber volume prediction. 

To our knowledge, the recent study by Leitold et al. [22] is the only study assessing effects of pulse 

density in tropical broadleaved forests. The study conducted in the Brazilian Atlantic forest reported a 

systematic effect of pulse density in the construction of the digital terrain model (DTM). Leitold et al. [22] 

concluded that this systematic error in the DTM was propagated to the canopy metrics, resulting in 

underestimation of forest biomass with reduced pulse density.  

A prerequisite for successful application of ALS data for biomass prediction is a good quality 

terrain model, as information about vegetation height is derived relative to the predicted terrain 

surface. The quality of the terrain model is determined by the number of pulses that successfully reach 
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the ground. Dense vegetation obstructs the ALS pulses and results in fewer pulses reaching the ground 

and being available for DTM construction. The effect of vegetation on ALS-derived DTMs has been 

studied in different conditions and has resulted in both an over-prediction of terrain elevation [25–27] 

and under-prediction of terrain elevation [28,29]. Hodgson et al. [28] found that ALS-derived 

elevation was significantly under-predicted in all studied land cover classes. The under-prediction was 

largest in pine forest areas, by up to 0.24 m. Tinkham et al. [29] also found an under-prediction of  

0.9–0.16 m in coniferous areas, when comparing two different ground classification algorithms. In their 

discussion of observed under-predicted terrain elevation in heavily vegetated areas, Hodgson et al. [28] 

suggested that the error was a result of point density, and/or the accuracy of correct classification of 

points as ground.  

In addition to the number of pulses that reach the ground, the quality of the terrain model is 

dependent on a correct classification of these points as ground points. There are several algorithms for 

classifying individual points as either ground or vegetation points and they differ in performance under 

different terrain and vegetation conditions [29,30]. Algorithm parameter settings also affect the 

proportion of points classified as ground. Comparison of five vendors applying the same classification 

algorithm on the same ALS data showed a difference in the proportion of ground points of 17 percentage 

points [31]. This difference is most likely due to the parameter settings in the applied algorithm. Part of 

the result, however, may also be attributed to differences in data analysis routines not documented in 

the ALS data processing reports [31]. With greater biomass densities and dense broadleaved canopies, 

the proportion of points classified as ground is expected to be small in tropical rainforests. 

Furthermore, reduced ground point density, due to dense canopy, has been shown to result in increased 

error in the constructed DTM [32,33]. 

When applying ALS data for biomass estimation following the commonly used area-based 

approach [34], a relationship between biomass measured on field plots on the ground and canopy 

metrics derived from ALS data from the corresponding area is modeled using statistical methods such 

as regression analysis, nearest neighbor classification, neural networks or ensemble learning [35–37]. 

It is possible to derive a large number of canopy metrics from the ALS data to be used in the modeling. 

However, since these metrics are highly correlated, only a few are usually selected in the final models. 

Common metrics for biomass estimation in tropical forests have been found to be the mean above 

ground elevation of the ALS points [11,38,39] and maximum above ground elevation of the ALS 

points [3,40]. Other metrics used include percentiles and variance of the above ground elevation of the 

ALS points [7,11]. In the present study, we therefore chose to assess canopy metrics similar to those 

used in the aforementioned studies.  

In addition to pulse density, performance of ALS based biomass estimation is also affected by the field 

plot size [16,41,42]. Combined effects of pulse density and plot size were assessed by Watt et al. [16]  

who concluded that reduced pulse density and plot size had little effect on model fit for pulse  

densities >0.1 pulses·m−2 and plot sizes of >0.03 ha. As described in Vauhkonen et al. [43], the central 

issue is that the combination of plot area and pulse density includes enough points to reliably estimate 

the metrics used to predict forest biomass. Gobakken and Næsset [12] documented that canopy metrics 

have less variation on larger plots and that increasing plot size could compensate for sparse pulse 

density. The size of field plots applied in studies of biomass in tropical forests utilizing ALS data 

usually range between 0.1 and 1.0 ha [44]. To assess the effect of plot size on the mean values and 
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variation of ALS-derived canopy metrics we computed and analyzed metrics derived from plot sizes of 

0.07, 0.14, 0.21, and 0.28 ha. The smallest plot size of 0.07 ha was chosen because it corresponds to 

the plot size used in the Tanzanian national forest inventory [45].  

The objectives of the present study were to assess the effects of reduced ALS pulse densities on  

(1) the DTMs and (2) the canopy metrics derived from the ALS data used for biomass estimation in a 

dense tropical rainforest in Tanzania. We reduced the pulse density from an initial density of about  

13 pulses·m−2, to 8, 4, 2, 1, 0.5, and 0.25 pulses·m−2. Following the pulse density reduction, we 

assessed the differences among the DTMs derived from ALS data and the elevation obtained from  

612 ground coordinates measured using a survey-grade differential Global Navigation Satellite System 

(dGNSS) receiver. Furthermore, we produced standard canopy metrics commonly used for forest 

biomass prediction and compared the effect of reduced pulse densities on selected canopy metrics for 

four different field plot sizes (0.07, 0.14, 0.21, and 0.28 ha).  

2. Materials and Methods 

2.1. Study Area  

The study area is located in eastern Tanzania in the Amani Nature Reserve (S 5°08', E 38°37',  

200–1200 m above sea level) and covers around 8360 ha of tropical submontane rainforest. Most of 

the annual precipitation of around 2000 mm is received in two main rain seasons. Daily mean 

temperatures vary from about 16 to 25 °C. In an inventory carried out in 1986/87, about half of the 

nature reserve was classified as logged or covered with an non-indigenous tree species Maesopsis 

eminii as a result of logging [46]. The logging was stopped in the late 1980s and most of the nature 

reserve is now covered by closed forest. Situated in a mountainous area, most of the forest is located in 

sloped terrain. To characterize the terrain slope we constructed a DTM from the full ALS data. Terrain 

slope, averaged over a 1 m grid in a 100 m buffer area of each field plot area, ranged from 8.6° to 

37.1° with a mean value of 21.4° and a standard deviation of 5.5°.  

2.2. Field Data 

For comparing the DTMs derived from ALS data to elevation obtained from ground coordinates 

measured using dGNSS, a total of 612 coordinates (x, y, and z positions) were collected in the corners 

of 153 rectangular field plots georeferenced in the period August 2011–April 2012. The distance 

between the plot corners was approximately 20 m in the north-south direction and 50 m in the  

east-west direction. The field plots were distributed on a regular grid of 900 m in the north-south 

direction and 450 m in the east-west direction. The coordinates were measured by means of dGNSS 

using two 40-channel survey-grade receivers (Topcon Legacy-E+). One receiver was placed at each 

plot corner (k) on a 2.9 m carbon rod for a minimum of 30 minutes, and a one second logging rate was 

used. A second receiver, acting as a base station, was placed on the roof of a house at the Amani 

Nature Reserve headquarters with a distance of <14 km from the plots. Prior to measuring the 

coordinates, the position of the base station antenna was determined with Precise Point Positioning 

with Global Positioning System and Global Navigation Satellite System data collected continuously 

for 24 hours according to Kouba [47]. Due to the sloped terrain and dense biomass conditions the 
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elevation measured at each coordinate with the dGNSS (zୢୋ୒ୗୗ) had a mean precision (standard 

deviation) of 0.39 m reported from the post-processing using Pinnacle software [48]. Further details 

about the field data can be found in Hansen et al. [49].  

2.3. ALS Data 

Complete coverage ALS data were collected in January and February 2012 using a Leica ALS70 

(Leica Geosystems AG, Switzerland) sensor mounted on a fixed wing aircraft. Average altitude and 

speed were 800 m above ground level and 70 m·s−1, respectively. The beam divergence was  

0.28 mrad, which produced an average footprint size on the ground of about 22 cm. The sensor was 

operated using a laser pulse repetition frequency of 339 kHz and up to five echoes were recorded for 

each emitted pulse. Planned pulse density at acquisition was set to 10 pulses·m−2, but due to overlap 

between adjacent strips the average pulse density in the area of the field plots was 13 pulses·m−2.  

2.4. Reduction of Laser Pulse Density 

To study the effects of reduced pulse densities, a procedure was employed by which individual 

pulses were randomly discarded. Based on initial testing of the necessary number of repetitions, the 

random thinning procedure was repeated 50 times and the calculated statistics and metrics formed the 

basis for quantifying the effects of data reduction.  

Table 1. Summary of the difference in elevation between the dGNSS measurements and 

the DTM elevation for different pulse densities. 

      Parameter Settings1 

Pulses·m−2 ۲ (m) ۲܁ (m) ۾૞૙ࡰ (m) ૢ۾૞|ࡰ| (m) ۲ۯۻۼ (m) g (m) w (m) 

0.25 1.77 3.20 0.90 7.72 2.15 -1.0 1.5 

0.5 1.77 3.02 0.92 7.50 1.97 -1.5 2.0 

1 1.79 2.93 0.94 7.34 1.85 -2.0 2.5 

2 1.81 2.90 0.96 7.28 1.80 -2.5 3.0 

4 1.81 2.88 0.95 7.20 1.75 -3.0 3.5 

8 1.81 2.89 0.95 7.35 1.81 -3.5 4.0 

Mean difference (D), standard deviation (Sୈ), 50% quantile of the difference (P50ୈ), 95% quantile of the 

absolute value of the difference ( P95|ୈ| ) and the normalized median absolute deviation (NMAD ).  
1 Settings of the g and w parameters in the applied ground classification algorithm.  

The reduction of ALS data was executed on pulse level using the “ThinData” program in the 

FUSION toolkit [50]. ALS data were reduced from an initial density of about 13 pulses·m−2 to pulse 

densities of 8, 4, 2, 1, 0.5, and 0.25 pulses·m−2. To mimic and maintain the fairly regular spatial 

distribution of ALS pulses inherent in the initial data, the reduction was performed on a grid size of 

0.1, 0.2, 0.5, 1, 2, 10, and 20 m, for pulse densities of 8, 4, 2, 1, 0.5, and 0.25·m−2, respectively. 

Following the reduction, a classification of ground points was conducted using the “GroundFilter” 

program in FUSION. The interpolating algorithm [51] implemented in “GroundFilter” initially makes 

an average surface based on all ALS points. Further, weights are given to all points based on their 

vertical distance to the initial surface. Low weight is given to points above the surface, and high weight 
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to points below. The weights are then used in re-fitting the surface. Two parameters in the algorithm can 

be adjusted to determine which points are given weights. Points located below the surface with a distance 

larger than parameter g are assigned the maximum weight value of 1.0, while points located above the 

surface with a distance larger than the parameter w + the parameter g are assigned weights of 0.0 [50]. 

To adjust for the different pulse densities we controlled the two parameters while leaving the other 

parameters at the program default setting. The g and w parameter settings at different pulse densities 

are given in Table 1. Visual inspection of initial classifications of ground points showed large outliers 

and a smoothing filter of 3 m was applied to remove these outliers. From the points classified as 

ground, a 1 m gridded surface was created using the “TINSurfaceCreate” program in FUSION.  

2.5. Assessing Effects of Pulse Density on DTM Quality 

Reduction of the pulse density will affect the quality of the DTM since fewer ground points are 

available for constructing the DTM surface. To study the effects of reduced pulse densities on the 

DTMs we subtracted the elevation in the DTMs (zୈ୘୑) of each plot corner (k), resulting from each 

pulse density (d), from the elevation of each plot corner measured with dGNSS (zୢୋ୒ୗୗ) to get the 

difference for each coordinate (Dୢ
୩, Equation (1)):  

Dୢ
୩ ൌ zୢ

ୈ୘୑ౡ െ zୢୋ୒ୗୗౡ. (1)  

The mean difference (D) and standard deviation (Sୈ) of the differences (Dୢ
୩) were calculated. To 

compare the D  at each pulse density level a t-test was performed using the Holm–Bonferroni  

procedure [52] for correction of p-values for multiple comparisons.  

The conventional measures of accuracy, D and Sୈ, assume no outliers and a normal distribution of 

errors. As pointed out by e.g. Zandbergen [53], errors in DTMs are often not normally distributed. We 

therefore checked for non-normality by inspecting a quantile-quantile (Q-Q) graph and calculated robust 

accuracy measures suited for characterization of non-normal distributions suggested by Höhle and Höhle 

[54]. The 50% sample quantile of the errors (P50ୈ, i.e., the median value) is a robust estimator for a 
systematic shift of the DTM [54]. The 95% quantile of the absolute value of the errors (P95|ୈ|) and the 

normalized median absolute deviation (NMAD, Equation (2)), a robust estimator for Sୈ, are estimators 

resilient to outliers [54].  
NMAD ൌ 1.4826 ∗ median୧൫หDୢ

୩ െ P50ୈห൯. (2)  

2.6. Assessing Effects of Pulse Density on Canopy Metrics 

After creating a gridded DTM, the elevation of the DTM was subtracted from the elevation for all 

ALS points resulting in an elevation above the ground for each individual ALS point. Together these 

points form a “cloud” of points, referred to as the point cloud. At the center of each of the  

153 rectangular field plots we extracted the point clouds from four concentric circles of 0.07, 0.14, 

0.21, and 0.28 ha. For each plot center, and for each plot size, a set of canopy metrics was computed 

using the “CloudMetrics” program in FUSION. Frequently used canopy metrics for biomass 

estimation in tropical forests include mean above ground elevation of the ALS points (E.mean) and 

maximum above ground elevation of the ALS points (E.max). Other commonly used metrics also 

include variance of the above ground elevation of the ALS points (E.var), percentiles of the above 
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ground elevation of the ALS points and canopy density. The canopy density metrics are commonly 

derived by dividing the canopy into 10 vertical parts of equal height and calculating the proportion of 

points above each vertical part. We selected the 10th and 90th percentile of elevation (E.10, E.90), the 

proportion of points above the ground (D.0) and above the mean above ground elevation of the ALS 

points (D.5), along with E.mean, E.max, and E.var for analysis.  

From the repeated reduction of ALS pulse density described in Section 2.4, we calculated the mean 

(M) and standard deviation of each canopy metric (S୑) on plot level across the 50 repetitions. Even 

though the canopy metrics are relatively unaffected by point density [55], reduced pulse density will 

increase S୑ . As explained by Magnussen et al. [20], random factors affecting the canopy metrics 

suggest that the metrics should be considered as random variables instead of fixed, as is commonly the 

case. These random factors can be referred to as replication effects. Replication effects will weaken the 

fit of the biomass models with a factor termed as the reliability ratio [56]. By calculating the 

replication variance in the metrics, estimates of the reliability ratios for the metrics were calculated. 

The method was used by Magnussen et al. [20], in which the reliability ratio was calculated as the  

ratio of the variance of each metric among sample plots, to the total variance of the corresponding 

metric (Equation (3)): 

Reliability ratio ൌ ሺσෝ୳ଶሻ/ሺσෝ୳ଶ ൅ σෝ୵ଶ ሻ, (3)  

where σෝ୳ଶ is the estimated among-plot variance of the metric and σෝ୵ଶ  is the estimated average within-plot 

variance. More within-plot variance in a metric compared to the variance among plots for the same 

metric results in a small reliability ratio, indicating that the metric is less reliable as a predictor.  

3. Results  

3.1. Effects of Pulse Density on DTM Quality 

Effects of reduced pulse density resulted in a D  between the elevation of the 612 coordinates 

measurements recorded by the dGNSS and the elevation of the same coordinates in the ALS-derived 

DTM of 1.81 m for a pulse density of 8 pulses·m−2 (Table 1). Thus, the elevation recorded by the 

dGNSS was higher than the ALS-derived DTM. Reduction of pulse density from 8 to 0.25 pulses·m−2 

gave no significant effect on the D. 

The Q–Q graph of the distribution of errors (Figure 1) showed non-normality and justified the 

presentation of robust measures of accuracy. Precision of DTM did not vary at pulse densities  

of >1 pulse·m−2 (Table 1). Further reduction resulted in loss of precision, expressed by both the 

conventional measure of precision (Sୈ) and the more robust measure NMAD (Table 1). 

3.2. Effects of Pulse Density on Canopy Metrics 

Canopy metrics were derived from the ALS data from field plot sizes of 0.07, 0.14, 0.21, and 0.28 ha. 

Mean values from the repeated simulations showed that most of the assessed metrics were unaffected 

by the reduced pulse density (Table 2). E.max, however, decreased with reduced pulse density, and 

showed a significant difference (p < 0.01) of 0.58 m at 1 pulse·m−2 compared to the value at  

8 pulses·m−2, at a plot size of 0.07 ha. This effect was reduced with increased plot size, but was still 

significant (p < 0.01) for 1 pulse·m−2 at the plot size of 0.28 ha. 
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Figure 1. Normal Q-Q graph for the distribution of the difference in elevation between the 

elevation recorded by the dGNSS and the elevation of the corresponding ALS-derived 

DTM at pulse density of 0.25 pulses·m−2. Higher pulse densities resulted in similar 

distributions with decreasing differences. 

Reduced pulse density resulted in an increased variation in the canopy metrics on plot level (Figure 2). 

The standard deviation for the canopy metrics (S୑) showed that E.mean and E.90 were more stable 

than E.max and E.10. Reduction of the pulse density from 8 to 0.25 pulses·m−2 increased the S୑ for all 

variables. At a plot size of 0.07 ha the S୑ increased from 0.09 to 0.90 m for E.mean and from 0.10 to 

0.97 m for E.90. Correspondingly, the S୑ increased from 0.16 to 1.03 m for E.max and from 0.19 to 

1.50 m for E.10. Similarly, the S୑ for D.0 and D.5 increased from 0.21 and 0.29 to 1.70 and 2.06 at a 

plot size of 0.07 ha.  

 

Figure 2. Box and whisker graphs of standard deviations (S୑) of canopy metrics at pulse 

densities of 0.25, 0.5, 1, 2, 4, and 8 pulses·m−2 and a plot size of 0.07 ha. Whiskers at 5th 

and 95th percentile, mean value (black dot), and median value (black line). E.mean (mean 

above ground elevation of the ALS points), E.max (maximum above ground elevation of 

the ALS points), E.var (variance of the above ground elevation of the ALS points), E.10 

and E.90 (10th and 90th height percentile of above ground elevation of the ALS points, 

respectively), and D.0 and D.5 (the proportion of ALS points above the ground and above 

the mean above ground elevation of the ALS points, respectively). 



Remote Sens. 2015, 7 8461 

 

Table 2. Mean values (M) of canopy metrics for plot sizes of 0.07, 0.14, 0.21, and 0.28 ha 

and pulse densities of 0.25, 0.5, 1, 2, 4, and 8 pulses·m−2. 

 ۻ  

Plot Size (ha) Pulse Density E.mean E.max E.var E.10 E.90 D.0 D.5 

0.07 0.25 24.59 41.42 107.59 10.06 36.15 89.99 55.18 

0.07 0.5 24.49 41.75 108.79 9.79 36.18 90.01 55.25 

0.07 1 24.47 41.98 108.93 9.72 36.16 90.09 55.39 

0.07 2 24.49 42.22 109.17 9.70 36.19 90.17 55.47 

0.07 4 24.59 42.36 108.72 9.82 36.21 90.29 55.68 

0.07 8 24.69 42.56 108.17 9.93 36.26 90.33 55.73 

         

0.14 0.25 24.59 43.44 112.27 9.48 36.64 90.07 54.67 

0.14 0.5 24.47 43.70 113.24 9.28 36.60 90.07 54.74 

0.14 1 24.45 43.92 113.60 9.21 36.60 90.15 54.80 

0.14 2 24.49 44.11 113.67 9.24 36.63 90.23 54.89 

0.14 4 24.60 44.23 113.15 9.40 36.68 90.38 55.05 

0.14 8 24.70 44.39 112.60 9.52 36.74 90.44 55.14 

         

0.21 0.25 24.60 44.38 114.04 9.33 36.93 90.16 54.35 

0.21 0.5 24.47 44.61 114.91 9.12 36.86 90.14 54.42 

0.21 1 24.43 44.81 115.22 9.04 36.84 90.18 54.50 

0.21 2 24.49 45.03 115.35 9.07 36.88 90.28 54.59 

0.21 4 24.59 45.17 114.83 9.22 36.93 90.40 54.72 

0.21 8 24.70 45.33 114.22 9.35 37.00 90.48 54.82 

         

0.28 0.25 24.59 45.01 115.87 9.13 37.05 90.01 54.31 

0.28 0.5 24.45 45.23 116.54 8.93 36.97 89.97 54.36 

0.28 1 24.44 45.47 116.95 8.87 36.98 90.04 54.45 

0.28 2 24.48 45.68 116.93 8.91 37.00 90.12 54.52 

0.28 4 24.59 45.85 116.40 9.05 37.05 90.24 54.66 

0.28 8 24.69 45.98 115.84 9.18 37.12 90.33 54.75 

Mean above ground elevation of the ALS points (E.mean), maximum above ground elevation of the ALS 

points (E.max), variance of the above ground elevation of the ALS points (E.var), 10th and 90th percentile of 

above ground elevation of the ALS points (E.10 and E.90, respectively), and the proportion of ALS points 

above the ground (D.0) and above the mean above ground elevation of the ALS points (D.5). 

Further, reduced pulse density resulted in decreased reliability ratio, the ratio of the estimated 

among-plot variance to the estimated total variance (Figure 3). At pulse densities ≥2 pulses·m−2 and a 

plot size of 0.07 ha, the reliability ratio was >0.95 for all canopy metrics. At a pulse density of  

0.5 pulses·m−2 and a plot size of 0.07 ha, the reliability ratios of E.var and D.0 were reduced down to 

0.60 and 0.90, respectively. At a pulse density of 0.25 pulses·m−2 and a plot size of 0.07 ha, E.var, 

E.10, and D.0 had an estimated reliability ratio of <0.9, while the rest of the metrics had a reliability 

ratio of >0.9. 
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Figure 3. Graphs of reliability ratios for canopy metrics at pulse densities of 0.25, 0.5, 1, 2, 

4, and 8 pulses·m−2 and a plot size of 0.07 ha. E.mean (mean above ground elevation of the 

ALS points), E.max (maximum above ground elevation of the ALS points), E.var (variance 

of the above ground elevation of the ALS points), E.10 and E.90 (10th and 90th height 

percentile of above ground elevation of the ALS points, respectively), D.0 and D.5 (the 

proportion of points above the ground and above the mean above ground elevation of the 

ALS points, respectively). 

3.3. Effects of Plot Size on Canopy Metrics 

The statistics for the canopy metrics resulting from the simulations showed that the variation in the 

metrics was reduced with plot size for all metrics and at all pulse densities. Increasing the plot size 

means that the probability of including larger trees increases. As a result, we found that the maximum 

elevation (E.max) and the elevation of the top of the canopy (E.90) increased in value with increased 

plot size (Table 2). Increasing the plot size also means that more of the variability in elevation is 

captured by the plot and that this will result in an increased E.var. Metrics describing the elevation of 

the lowest part of the canopy (E.10) and the proportion of points above the mean above ground 

elevation of the ALS points (D.5), however, decreased in value with increasing plot size. E.mean and 

D.0 did not show any trend with increased plot size. The reliability ratio increased for all metrics with 

increasing plot size.  

4. Discussion  

The present study examined the effects of reduced ALS pulse density on the quality of the derived 

DTM and selected canopy metrics through a repeated reduction of pulse density. Pulse density was 

reduced from 13 pulses·m−2 to densities of 8, 4, 2, 1, 0.5, and 0.25 pulses·m−2. Because the accuracy of 

the dGNSS measurements is unknown (see discussion below), we compared the relative change in 

elevation of the dGNSS coordinates among pulse densities.  

Our analysis showed that the mean DTM elevation was unaffected by the reduction in pulse density 

from 8 to 0.25 pulses·m−2. This was in contradiction with results from other studies on reducing ALS 

data density [22,57,58]. In a tropical forest with similar conditions as in the present study, Leitold et al. [22] 

found an increased DTM elevation of 3.02 m at 1 pulse·m−2, compared to a DTM from 20 pulses·m−2. 

Leitold et al. [22] attributed the increased elevation to the algorithm [59] used to classify ground 

points. Hyyppä et al. [58], who used data collected in three separate flights, attributed an increased 
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DTM elevation to the beam size and sensitivity of the laser. In initial analysis of the present study the 

ground classification algorithm [51] was used with default settings and without the g and w parameter. 

This resulted in systematic reduction of DTM elevation with reduced pulse density. It is therefore 

important to assess if observed effects of reduced pulse density on the DTM are related to the applied 

ground classification algorithm.  

Valbuena et al. [60] assessed the vertical accuracy of a dGNSS receiver (Topcon Hiperpro), similar 

to the receiver used in the present study, under pine canopies in Spain. By using true coordinates 

obtained in a total station traverse, they found the accuracy to be 1.18 m with a standard deviation of 

1.55 m. It is therefore expected that our recordings under dense rainforest canopies with the reception 

of fewer satellite signals and more problems with multipath signals, result in lower accuracy. Thus, the 

D of 1.8 m in the present study can be explained by the fact that, although the vertical precision of the 

dGNSS positions was reported to be 0.39 m (section 2.2), the accuracy remains unknown [60]. 

In biomass studies where the key information is the vegetation height relative to the terrain 

elevation derived from the same ALS data, a systematic shift in the modeled surface is not a problem 

in itself. Of greater concern is the random error of the modeled terrain elevation. The precision of the 

DTM elevation was relatively unaffected by the data reduction at pulse densities >1 pulse·m−2. As a 

consequence of having fewer ground points available for construction of the DTM the precision 

decreased at pulse densities <1 pulse·m−2. This decreased precision will directly translate into increased 

variation in the ALS-derived canopy metrics.  

Analysis of commonly applied canopy metrics showed that the metrics were affected differently by 

pulse density. As previously documented by Gobakken and Næsset [12], E.max, which characterizes 

the maximum elevation of the canopy, decreases with decreasing pulse density. Mean values of the 

other metrics assessed in the present study were found to be stable. Reduced pulse density increased 

the variation in canopy metrics and will result in models with increased residual variance. The 

estimated reliability of the metrics as predictors, expressed by the reliability ratio, showed that all 

metrics were reliable (reliability ratio >0.9) at pulse densities of down to 2 pulses·m−2. Further 

reduction of pulse density resulted in some canopy metrics becoming less reliable although most 

metrics retain a reliability ratio of >0.9 at 0.5 pulses·m−2. In sparse pulse density conditions (<1m−2), and 

with use of predictors with a reliability ratio <0.9 Magnussen et al. [20] proposed the use of a model 

calibration procedure.  

Prediction of forest biomass over large areas using ALS often relies on data collected using 

different sensors and flying altitudes. Thus, different areas will consequently differ in pulse density. 

Varying pulse densities within a single ALS mission will also be inevitable as a result of flight line 

overlap, where the pulse density will be roughly double the density in the rest of the area. In addition, 

flights covering rugged terrain and steep slopes will result in varying pulse densities depending on the 

scan angle and distance to the ground. Estimates for parts of the forest area could therefore be over or 

under-predicted, due to different pulse densities than those in areas used for model development. To 

prevent such effects, suitable strategies could be to reduce the pulse density down to the smallest 

density in the project area, to remove points from overlapping flight lines, to weight ALS points by the 

surrounding number of points [61] or to include pulse density as a predictor in the model [4]. Another 

strategy could be to let pulse densities be reflected in the sampling design of the field survey, for 
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example by using stratified sampling. That would require access to the ALS data in the design phase of 

the field survey.  

Increasing the field plot size reduces the variation in ALS-derived metrics and could counter the 

effects in sparse pulse density missions, concurring with the results of Gobakken and Næsset [12]. 

However, large field plots are costly and finding the optimal balance between costs and desired 

accuracy has for decades been an issue of interest in designing forest inventories.  

The present study aimed to simulate the effects caused by various flight elevations and speeds on 

the DTM and canopy metrics derived from ALS data. Some effects, however, were not simulated and 

studied. Increased flight elevation will result in increased footprint size. Studies of the effects of 

footprint size on derived tree heights have shown that increased footprint size reduces the derived tree 

height estimates [62]. This effect was stronger for trees with a narrow crown and in a tropical forest the 

effect is likely to be small for the derived canopy metrics. Larger footprint sizes will, however, also 

have less energy per unit area and be less able to penetrate through the canopy [58,63], resulting in a 

reduced proportion of ground points. The influence of footprint size and pulse energy is likely to be of 

importance and should be investigated in future studies.  

5. Conclusions  

The present study showed that canopy metrics derived from sparse pulse density ALS data can be used 

for biomass estimation in a tropical rainforest. Reducing the pulse density from 8 to 0.25 pulses·m−2 

increased the variation in the DTMs and canopy metrics. However, the replication effects, expressed 

by the reliability ratio, were not important (reliability ratio >0.9) at pulse densities of >0.5 pulses·m−2. 

Increased plot size increased the reliability ratio of canopy metrics, and could be used to counter 

effects of variation in canopy metrics obtained from sparse pulse density ALS data. The combination 

of plot area and pulse density need to provide enough points for a reliable estimate of the metrics used 

to predict forest biomass.  
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