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Abstract:

 The original intensity value recorded by terrestrial laser scanners is influenced by multiple variables, among which incidence angle and distance play a crucial and dominant role. Further studies on incidence angle and distance effects are required to improve the accuracy of currently available methods and to implement these methods in practical applications. In this study, the effects of incidence angle and distance on intensity data of the Faro Focus3D 120 terrestrial laser scanner are investigated. A new method is proposed to eliminate the incidence angle and distance effects. The proposed method is based on the linear interpolation of the intensity values of reference targets previously scanned at various incidence angles and distances. Compared with existing methods, a significant advantage of the proposed method is that estimating the specific function forms of incidence angle versus intensity and distance versus intensity is no longer necessary; these are canceled out when the scanned and reference targets are measured at the same incidence angle and distance. Results imply that the proposed method has high accuracy and simplicity in eliminating incidence angle and distance effects and can significantly reduce the intensity variations caused by these effects on homogeneous surfaces.
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1. Introduction


Terrestrial laser scanning (TLS), a revolutionary technique for the acquisition of spatial data, has gained widespread acceptance in both scientific and commercial communities as a powerful tool for topographic measurement in various geophysical disciplines in the last two decades [1]. This active remote sensing technique allows for the direct and illumination-independent measurement of 3-D objects in a fast, contactless, non-destructive, and accurate manner [2] by emitting monochromatic beams of light mostly in the near-infrared region of the electromagnetic spectrum. Apart from discrete topography measurements, almost all current TLS instruments simultaneously measure the power of the backscattered laser signal of each point and record it as an intensity value [3]. The intensity recorded by current laser scanners, either in the form of the echo amplitude or full-waveform of the backscattered laser signal [4], can be utilized as complementary information along with the point cloud in a wide range of applications, especially in visualization, segmentation [5], classification [6,7,8,9,10], and multi-temporal analysis [11,12,13,14].



The intensity value is regarded as a significant source of spectral information associated with the surface properties, e.g., reflectance [1,15,16,17,18], roughness [15,19], moisture [11,13,14,20,21], brightness [22,23,24,25] and grain size [26,27], of the scanned object. However, the original intensity data are inapplicable in directly retrieving target features because the intensity detected by TLS systems is affected by at least four essential variables [15], namely, instrumental effects, atmospheric effects, target scattering characteristics, and scanning geometry [28]. Hence, different parts of a homogeneous surface are represented as different values in the measured intensity data. Consequently, intensity data from different instruments and acquisition campaigns are not directly comparable. Intensity values should be corrected before they can be reliably used in applications [29]. TLS intensity correction aims to convert the instrumental (raw) intensity, which is typically not well specified by laser scanner manufacturers, into a corrected value that is proportional or equal to the target reflectance [16,17,18].



For data of a homogeneous surface acquired by the same TLS sensor in one campaign, the major differences in the intensity data are caused by scanning geometry [3,30], that is, the effects of incidence angle and distance (range), given that the instrumental effect is kept constant and atmospheric attenuation is negligible. Therefore, eliminating the effects of distance and incidence angle is indispensable to the extensive application of intensity data.



Theoretically, based on the radar range equation, the intensity of TLS is directly proportional to the cosine of the incidence angle and inversely proportional to the range squared [3]. The incidence angle is the angle between beam propagation direction and surface orientation; it is related to target scattering properties, surface structure, and scanning geometry [27]. The interpretation of the incidence angle effect in terms of target surface properties is a complicated task. Lambert’s cosine law can provide a satisfactory estimation of light absorption modeling for rough surfaces in both active and near-infrared spectral domains [31]; thus, it is widely employed in existing intensity correction applications. However, Lambert’s cosine law is insufficient to correct the incidence angle effect for surfaces with increasing irregularity because these surfaces do not exactly follow the Lambertian scattering law [4,27,32].



Range measurements are derived by emitting and receiving laser signals to obtain the time of flight, which allows the distance between the center of the laser scanner and the target to be computed. The distance effect is largely dependent on instrumental properties (e.g., aperture size, automatic gain control (AGC), amplifier for low reflective surfaces, and brightness reducer for near distances [33]) and varies significantly across different laser scanning systems. In reality, the data collected by TLS usually show intensity–range relationships that differ from those in an ideal physical model [3] because the photodetector of TLS is not designed for intensity measurement but for the optimization of range determination. This principle implies that an amplifier may be available for low reflectance and a brightness reducer for near distance [15,18]. More detailed information about the incidence angle and distance effects can be found in [1,3,4,15,16,17,18,22,23,24,25,26,27,28,29,30,31,32,33,34].



In our previous studies [35,36], the incidence angle and distance effects of Faro Focus3D X330 and Faro Focus3D 120 were studied. A polynomial was used to eliminate the incidence angle and distance effects. By contrast, a practical approach based on reference targets with known reflectance properties is developed in this study to correct the distance and incidence angle effects of Faro Focus3D 120. Initial attempts to correct ALS intensity data based on reference targets have been previously exerted [21,37,38,39] where commercially or naturally available reference targets were scanned in situ for the computation of the unknown system parameters. Meanwhile, we aim to correct TLS intensity data based on the linear interpolation of the intensity–incidence angle and intensity–range relationships of the reference targets scanned at various incidence angles and distances. The objectives and contributions of this study are as follows:

	
to provide a short review of recent work on the correction of the incidence angle and distance effects of TLS;



	
to introduce a new method to correct the incidence angle and distance effects on TLS intensity data based on reference targets;



	
to derive relative formulas of the proposed method for linear interpolation of the intensity–incidence angle and intensity–range relationships of the reference targets. Existing correction methods for distance and incidence angle effects in TLS are reviewed in Section 2. The proposed correction model is introduced in Section 3. Section 4 outlines the dataset and experimental results. Section 5 presents and discusses the correction results of the proposed method, and the conclusions are presented in Section 6.









2. Existing Correction Methods


2.1. Radar Range Equation for Extended Lambertian Reflectors


The TLS sensor emits laser pulses at a specific pulse repetition frequency, illuminates the surface objects, and records the returned laser pulse signals after being backscattered from the surface objects [7] (see Figure 1). The entire process follows that of the radar range equation. The equation describes the relationship between the transmitted and received signal power and includes parameters relating to the sensor, the target, and the intervening atmosphere, as follows:


[image: there is no content]



(1)




where the received laser power [image: there is no content] is a function of the transmitted power [image: there is no content], the receiver aperture diameter [image: there is no content], the distance [image: there is no content] from the sensor to the target, the laser beam width [image: there is no content], the system transmission factor [image: there is no content], the atmospheric transmission factor [image: there is no content], and the target cross-section [image: there is no content].


Figure 1. Reflected laser shots by extended Lambertian targets are uniformly scattered into a hemisphere. [image: there is no content] is the normal vector, and [image: there is no content] is the incidence angle. In most cases of TLS (terrestrial laser scanning), the emitter and receiver coincide.
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The case of an extended target where the target surface is usually larger than the laser footprint size can be considered in TLS. The actual light reflection behaviors of the scanned surfaces are very complicated. To simplify the reflection model, the scanned target is always assumed to possess Lambertian characteristics [16]. For Lambertian reflectors, the entire surface reflects laser shots by Lambert’s cosine law, such that an incident ray is reflected to a hemisphere uniformly (see Figure 1) rather than at only one angle as in the case of specular reflection. The intensity observed from a Lambertian surface is directly proportional to the cosine of the angle between the observer’s viewing direction and the surface normal. Considering that the light paths from the emitter and detector coincide in TLS, the received laser power is proportional to the cosine of the incidence angle. For extended Lambertian reflectors, the radar range equation is provided by [16]:


[image: there is no content]



(2)




where [image: there is no content] is the reflectance of the scanned target and [image: there is no content] is the incidence angle.



Given that laser scanning data are collected by the same sensor, all sensor-related factors (i.e., [image: there is no content], [image: there is no content], and [image: there is no content]) can be assumed as constant for a certain system during one campaign [3]. In TLS, the atmospheric transmission effect can usually be neglected [3,15,18]. Therefore, Equation (2) can be further simplified as:


[image: there is no content]



(3)




where [image: there is no content] which is an unknown but constant parameter for a specific scanner.




2.2. Existing Correction Methods for Distance and Incidence Angle Effects


The intensity value is a measure of the electronic signal strength obtained by converting and amplifying the backscattered optical power [40]. This condition indicates that the left side of Equation (3) is converted into a voltage, amplified in the system, and finally transformed into a digital number (DN), that is, a scaled integer value, through an unknown proprietary function [16]. Further specification of the processing steps of received power [image: there is no content] is not disclosed. The intensity value is generally proportional to the number of photons impinging on the detector in a specific time interval [1], that is,


[image: there is no content]



(4)







Although Equation (4) is a simplified mathematical law and the light scattering behaviors of most natural surfaces are not Lambertian, many studies have reported that incidence angle dependence for many surfaces approximately follows the [image: there is no content] relation [4,7,8,15,16,17,18]. However, the accuracy of the correction of the incidence angle effect can be further improved. The distance effect correction method in Equation (4) can be applied to TLS but not at all ranges [3,15,18,25]. Furthermore, considering the fact that the incidence angle and distance effects are theoretically independent of each other and can be solved separately [3,27], the theoretical incidence angle effect ([image: there is no content]) and distance effect ([image: there is no content]) in Equation (4) are replaced with [image: there is no content] that is a function of the incidence angle and [image: there is no content] that is a function of the distance, respectively, as shown in Equation (5) in this study.


[image: there is no content]



(5)







According to the definition of intensity correction, the corrected intensity value [image: there is no content], which is independent of the distance and incidence angle and is only related to the target reflectance, is derived as follows:


[image: there is no content]



(6)







TLS intensity is a complicated function of incidence angle and distance. Various models of [image: there is no content] and [image: there is no content] have been proposed to correct the distance and incidence angle effects in TLS. To improve the correction of laser scanning intensity data, a revised version of Equation (4) called the extended Lambertian reflection model [41] is proposed to modify the contribution of incidence angle and distance by changing the constant exponential values to parameters that are derived from the experimental data. Considering that non-Lambertian behavior occurs in some natural surfaces, a model that is a linear combination of the Lommel–Seeliger law pertaining to intrinsically dark surfaces and the Lambertian law relating to bright targets is applied to correct the incidence angle effect [3,15]. Given that in most cases diffuse and specular reflections exist simultaneously in natural surfaces, the empirical Phong reflection model, which describes the way a surface reflects light as a combination of both diffuse and specular forms, is proposed to eliminate the incidence angle effect [29,41].



Given the existence of detector effects at the entire range scale, Kaasalainen et al. [15] suggested after an extensive analysis and study of the TLS distance effect that the most suitable means for distance effect correction is the use of a reference table. In this case, the correction values are determined by external reference measurements. However, no specific method was given. Under the condition that sufficient information on the detector operation and characteristics is available, a previous study [18] conducted distance effect correction with external reference targets where the measurements of a near-infrared camera were used for the validation. Based on Equation (4), Fang et al. [3] reported that the near distance effect in TLS is caused by the defocusing effect of the receiver’s optics and theoretically derived the formula of [image: there is no content]which perfectly settled the near-distance effect. However, the parameters should be estimated in accordance with observed values by iterative curve fitting using a nonlinear least squares method and robust Gauss-Newton algorithm. With practical intensity–range data, several studies empirically substituted [image: there is no content] with the piecewise linear model [40,42,43]. Given the complexity of the incidence angle and distance effects in TLS, a polynomial was adopted to approximately substitute both [image: there is no content] and [image: there is no content] to the maximum extentwith very satisfactory results in our previous studies [35,36]. However, the polynomial parameters should be estimated individually for different instruments. Besides, it is even difficult to find an appropriate polynomial to substitute [image: there is no content] for some instruments because of the complicated and irregular distance effect.





3. Proposed Model for Intensity Correction


As stated above, estimating the specific forms of [image: there is no content] and [image: there is no content] is indispensiable for most of the existing methods. This is a tough task and the derived models may lack versatility as [image: there is no content] and [image: there is no content] are complicated and vary significantly in different scanners. Nevertheless, the distance effect mainly depends on the instrument effects which can be neutralized by using reference targets. The incidence angle effect is primarily caused by the surface properties; thus, the incidence angle effect differs for various targets. Though most targets found in nature are not Lambertian, the light scattering behavior of most natural surfaces approximately exhibits Lambertian attributes. Therefore, [image: there is no content] and [image: there is no content] are unchanged for a specific instrument, i.e., the values of [image: there is no content] and [image: there is no content] are the same for different targets if they are scanned at the same incidence angle and distance regardless of the specific details of how the intensity value is measured and recorded. This condition means that the incidence angle and distance effects can be neutralized when the scanned and reference targets are measured at the same scanning geometry even though the specific forms of [image: there is no content] and [image: there is no content] are unknown, i.e., the estimation of [image: there is no content] and [image: there is no content] is avoidable. The fundamental principles of the proposed method are introduced as follows.



In a small section, [image: there is no content] and [image: there is no content] can be considered linear functions. Thus, linear interpolation can be utilized to obtain the intensity values within this small section; however, a monotonic relationship must be made between the recorded intensity and the variables (incidence angle or distance) [3]. If a reference target with reflectance [image: there is no content] is scanned at various incidence angles and at a constant distance [image: there is no content], i.e., the incidence angles satisfy


[image: there is no content]



(7)




the relationship between incidence angle and intensity can be obtained.



If an incidence angle [image: there is no content] satisfies


[image: there is no content]



(8)




[image: there is no content] can be calculated based on a linear interpolation between [image: there is no content] and [image: there is no content] as shown below.


[image: there is no content]



(9)




where


[image: there is no content]



(10)







Similarly, the intensity value at incidence angle [image: there is no content] can be interpolated as follows:


[image: there is no content]



(11)







Furthermore, if this reference target is scanned at multiple distances and at an identical incidence angle [image: there is no content], i.e., the distances satisfy


[image: there is no content]



(12)




the relationship between distance and intensity can be acquired.



If a distance satisfies


[image: there is no content]



(13)




[image: there is no content] can be calculated based on a linear interpolation between [image: there is no content] and [image: there is no content] as shown below.


[image: there is no content]



(14)




where


[image: there is no content]



(15)







Similarly, the intensity at distance [image: there is no content] can be interpolated as


[image: there is no content]



(16)







By combining Equations (11) and (16), we have


[image: there is no content]



(17)







According to Equation (5), Equations (9), (14), and (17) can be written as:


[image: there is no content]



(18)







Besides, the intensity of the reference target scanned at incidence angle [image: there is no content] and distance [image: there is no content] according to Equation (5) is


[image: there is no content]



(19)







According to Equations (9), (14), (17–(19) is equal to


[image: there is no content]



(20)







For a target with unknown reflectance [image: there is no content] scanned at incidence angle [image: there is no content] and distance [image: there is no content], the original recorded intensity is [image: there is no content] which satisfies


[image: there is no content]



(21)







According to Equations (19) and (21),


[image: there is no content]



(22)







Therefore, the corrected value of this target is


[image: there is no content]



(23)







In Equation (23), [image: there is no content] can be calculated, as shown in Equation (20). [image: there is no content] is the original measured intensity value, and [image: there is no content] (i.e., [image: there is no content]) can be estimated by the reference target. The corrected intensity value is obtained by a reference target scanned at the same scanning geometry so that the effects of incidence angle and distance can be neutralized under the condition that the intensity is merely related to the reflectance when the incidence angle and distance are the same. In summary, to correct the intensity value of a certain point scanned at [image: there is no content] and [image: there is no content], we should firstly obtain the interpolated intensity value of the reference target at [image: there is no content] and [image: there is no content] by the monotonic relationships of incidence angle versus intensity and distance versus intensity of the reference target.



For relative correction [17], only a value related to the reflectance should be acquired so that [image: there is no content] can be arbitrarily defined; this scenario means that the corrected intensity value calculated by Equation (23) is relative but comparable. Selecting different reference targets leads to different relative correction results. However, for absolute correction that aims to produce intensity values equal to the reflectance [17], [image: there is no content] should be estimated by the reference target with known reflectance; the absolute correction results are independent of the reference target.



The incidence angle can be calculated by the instrument and object positions as well as surface orientation. Estimation of surface orientation is implemented by computing the best-fitting plane with the available data on the nearby neighborhood of each measured laser point. The incidence angle and distance are derived as follows:


[image: there is no content]



(24)




where [image: there is no content] is the normal vector.The incidence radiation vector [image: there is no content] is calculated with the original geometrical coordinates [image: there is no content] of the point and the coordinates [image: there is no content] of the scanner center, as shown in Figure 2. Given that the incidence angles can be negative or greater than 90° because of the direction of vectors, these values are converted into a range between 0° and 90° by introducing an absolute operator, as shown in Equation (24).


Figure 2. Geometric relationship of scan time. [image: there is no content] is the normal vector estimated by computing the best-fitting plane to a neighborhood of points surrounding the point of interest [image: there is no content]. [image: there is no content] is the scanner center. [image: there is no content] is the incidence angle and [image: there is no content] is the distance.
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To evaluate the results of the correction of the incidence angle and distance effects, the coefficient of variation, which can eliminate the influence of the numerical scale, of the intensity values of a homogeneous surface before and after correction, is selected as a measure of quality [16,41]. The coefficient of variation is defined as


[image: there is no content]



(25)




where [image: there is no content] is the mean value and [image: there is no content] is the standard deviation. [image: there is no content] and [image: there is no content] are set as the coefficient of variation of the original and corrected intensity values, respectively. If the parameter


[image: there is no content]



(26)




is less than 1, the correction model is effective. A small [image: there is no content] leads to good correction results.




4. Incidence Angle and Distance Experiments


Two sets of experiments were conducted with four Lambertian targets to establish a reference for the interpolation of the incidence angle and distance effects. As indicated in Figure 3, the four reference targets with a size of 10 cm × 10 cm and reflectance of 20%, 40%, 60%, and 80% were mounted on a board. The board was installed on a tripod through a metal stent, on which a goniometer that enables the board to rotate horizontally was placed. The experiments were conducted under laboratory conditions through the use of the Faro Focus3D 120 terrestrial laser scanner, which delivers geometrical information and return intensity values recorded in 11 bits (0 2048). The main system parameters of the scanner are listed in Table 1.


Figure 3. Instruments and equipment utilized in the experiments. Four Lambertian targets with a size of 10 cm× 10 cm and reflectance of 20%, 40%, 60%, and 80% were mounted on a board that can rotate horizontally through a goniometer. The instrument used was Faro Focus3D 120.



[image: Remotesensing 08 00251 g003 1024]





Table 1. Main system parameters of Faro Focus3D 120.


	Emitted power
	20 mW
	Beam divergence
	0.009°



	Wavelength
	905 nm
	Maximum range
	120 m



	Field of view
	360° × 305°
	Exit beam diameter
	3.8 mm, circle









The first set of experiments was implemented at a fixed distance of 5 m from the scanner and rotated in steps of 5° from 0° to 80° to provide a reference for the interpolation of the incidence angle effect. In each orientation step, the board was scanned and all other variables except the incidence angle were considered unchanged. In the second set of experiments, the distance to the board was varied at a fixed incidence angle to establish a reference for the interpolation of the distance effect. The board was perpendicular to the scanner to minimize the influence of the incidence angle on the intensity values. For Faro Focus3D 120, the distance effect is complicated at near distances; thus , the board was placed at a distance range of 1 m–5 m (in intervals of 1 m) and 5 m–29 m (in intervals of 2 m). Empirically, the scanned data of Faro Focus3D 120 above 30 m are unreliable in practical applications because of the low accuracy, large amount of noises, and high level of uncertainties, although the maximum distance is 120 m. Thus, experiments on longer distances were not conducted in this study.



For the two sets of experiments, the scan quality and scan resolution was set to 4 and 1/4, respectively, with a default of view of 360° × 305°. The original recorded intensity values were extracted in a point cloud image created by the standard software Faro SCENE 4.8. A total of 17 scans for each of the two sets of experiments were obtained, containing between 51 and 16,226 points per scan depending on the orientation of the board with respect to the laser beam and the distance between the scanner and the board. For different parts of the same target, TLS intensity is determined by the incidence angle and distance according to Equation (7) given that the reflectance is the same. In a small region of a homogeneous target, the differences in intensity data are minimal given that the incidence angles and distances are nearly the same. In this study, the size of all the four Lambertian targets is 10 cm × 10 cm; the standard deviations of the original intensity data per target are in the range (6.02, 19.07). Therefore, the average intensity value over a selected surface area of each target was used for the analysis. The surface data of the targets were manually sampled as fully as possible; additional uncertainty may be caused by mixed pixels. The proposed method was tested and run in MATLAB programming language.



The results of the first set of experiments are shown in Figure 4a. The incidence angle effect is visible, and the curves for different targets have the same features. The overall trend is that for the same target at a fixed distance, the intensity value decreases as the incidence angle increases. However, we tested the relationship between incidence angle and intensity in Figure 4a and found that the relationship does not fit the standard Lambert’s cosine law. A constant and an offset of the cosine of the incidence angle should be added for more accurate results, as suggested by [15]. Even if the incidence angle effect follows the standard Lambert’s cosine law, i.e., the plot lines in Figure 4a are separate in the zero angle of incidence and eventually become very close in larger angles till they all reach zero intensity at 90 degrees, this does not influence our proposed method. The ratio of intensity values measured on two targets with different reflectance is a constant number as long as they are measured with the same scanning geometry regardless of the function forms of [image: there is no content] and [image: there is no content]. For small incidence angles from 0° to 30°, the intensity declines slightly, as previously confirmed in [21,30,32]. Afterward, the intensity decreases considerably. For different targets, the intensity values acquired at different incidence angles may be equal. This condition indicates that the incidence angle significantly affects the original recorded intensity. Therefore, to exploit the intensity data, the incidence angle effect of TLS must be eliminated.


Figure 4. (a) Original intensity with respect to incidence angle at a distance of 5 m for the four reference targets; (b) Original intensity with respect to distance at an incidence angle of 0° for the four reference targets.



[image: Remotesensing 08 00251 g004 1024]






The results of the second set of experiments are shown in Figure 4b. The near- and large-distance effects are apparent, and the curves of different targets are consistent. Specifically, the original intensity decreases for short distances below 3 m (i.e., drastically from 1 m to 2 m and then marginally from 2 m to 3 m). Thereafter, the intensity increases significantly from 3 m to 5 m, followed by a steep decrease from 5 m to 15 m. Finally, the intensity begins to level out for ranges over 15 m. For different targets, the intensity values acquired at different ranges may be similar. This similarity indicates that intensity largely depends on distance. Consequently, the distance effect should be eliminated. The detectors of Faro scanners are not designed for intensity measurement, but rather to optimize the range determination [18]. Therefore, a logarithmic intensity scale always exists in Faro scanners. To get the raw intensity values into a linear scale, previous studies [18,25] employed a logarithmic correction to correct logarithmic amplifier effects of Faro scanners(similar to the scanner used in this study). However, we did not specially take the logarithmic amplifier effect into consideration in this study because the kind of instrumental effects of the logarithmic amplifier are effects which are independent of the target properties. No matter what the instrumental effects are, they are the same for different targets and can be neutralized by using reference targets.



Both of the two sets of experiments reveal that intensity is proportional to reflectance when incidence angle and distance are the same. This condition indicates that the intensity values of different targets scanned at the same scanning geometry are directly comparable, as shown in Equation (22). The feasibility of the proposed method is revealed by the result that the intensity approximately follows a linear trend in an adjacent section of the incidence angle and distance, as shown in Figure 4.




5. Results and Discussion


5.1. Comparisons of Measured and Interpolated Intensity Values


To validate the proposed correction method, we scanned the boardat other scanning geometries (in steps of approximately 2–3 m with a random orientation with respect to the board) referred to A–L, as shown in Table 2. The distances and incidence angles were calculated according to Equation (24). The measured intensity values of the four reference targets at scanning geometries A–L are presented in Figure 5.


Figure 5. Measured and interpolated intensity values for the four reference targets at scanning geometries from A to L.
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Table 2. Four reference targets scanned at other incidence angles and distances referred to A–L.


	Scanning Geometry
	A
	B
	C
	D
	E
	F



	Distance (m)
	1.54
	4.23
	6.88
	8.49
	10.10
	13.96



	Incidence angle (°)
	7.6
	18.3
	33.3
	47.4
	68.5
	4.4



	Scanning Geometry
	G
	H
	I
	J
	K
	L



	Distance (m)
	15.45
	18.67
	20.06
	24.44
	26.21
	28.34



	Incidence angle (°)
	23.9
	38.6
	56.4
	72.6
	25.4
	3.5









Theinterpolated intensity values of the four reference targets at scanning geometry A–L can be calculated according to Equation (20). For example, the calculation process of the interpolated intensity value of the 80% target at scanning geometry A is depicted as follows.

	
First, according to Equation (9) and Figure 4a, the intensity value of the 80% target at 7.6° was interpolated between the intensity values at 5° and 10°.



	
Second, according to Equation (14) and Figure 4b, the intensity value of the 80% target at 1.54 m was interpolated between the intensity values at 1 m and 2 m.



	
Finally, the intensity value of the 80% target at 7.6° and 1.54 m according to Equation (20) was calculated as 1794; the measured intensity value of the 80% target at 7.6° and 1.54 m was 1772. The measured and interpolated intensity values were approximately equivalent.








Similarly, the interpolated intensity values of other targets at other scanning geometries were calculated, as shown in Figure 5 and Table 3. Visually, the measured intensity values optimally fit the ones interpolated from Figure 4a,b. Quantitatively, the mean value of the differences between the measured and interpolated intensity values in Table 3 is 15.02 and the root mean square error (RMSE) is 17.52, which proves that the proposed method exhibits high accuracy in estimating intensity data.



Table 3. Measured and interpolated intensity values for the four reference targets at scanning geometries from A to L.



	

	

	
A

	
B

	
C

	
D

	
E

	
F

	
G

	
H

	
I

	
J

	
K

	
L






	
80%

	
Measured

	
1772

	
1797

	
1799

	
1728

	
1570

	
1639

	
1609

	
1577

	
1511

	
1424

	
1593

	
1598




	
Interpolated

	
1794

	
1813

	
1792

	
1720

	
1566

	
1658

	
1630

	
1601

	
1537

	
1443

	
1619

	
1633




	
60%

	
Measured

	
1665

	
1679

	
1678

	
1613

	
1465

	
1513

	
1492

	
1456

	
1405

	
1315

	
1458

	
1472




	
Interpolated

	
1679

	
1699

	
1680

	
1609

	
1463

	
1529

	
1507

	
1476

	
1416

	
1327

	
1499

	
1511




	
40%

	
Measured

	
1550

	
1553

	
1558

	
1497

	
1359

	
1390

	
1362

	
1340

	
1304

	
1221

	
1354

	
1366




	
Interpolated

	
1568

	
1570

	
1547

	
1482

	
1356

	
1411

	
1374

	
1349

	
1296

	
1227

	
1368

	
1390




	
20%

	
Measured

	
1440

	
1428

	
1437

	
1381

	
1254

	
1282

	
1256

	
1226

	
1182

	
1102

	
1249

	
1261




	
Interpolated

	
1454

	
1438

	
1438

	
1363

	
1237

	
1278

	
1242

	
1208

	
1165

	
1091

	
1234

	
1260











5.2. Correction Results of Reference Targets


The 80% target scanned in the incidence angle and distance experiments (shown in Figure 4a,b) was selected as a reference to correct the intensity data measured at scanning geometries from A to L, as shown in Figure 5. If the corrected intensity values of the 80% target were set equal to the original intensity value of the 80% target at distance 5 m and incidence angle 0°, i.e., [image: there is no content], the corrected intensity values of the four targets at scanning geometries A–L were calculated according to Equation (23), as shown in Figure 6a.


Figure 6. Relative correction results for the four targets at scanning geometries from A to L. (a) The 80% target is used as a reference; (b) The 60% target is used as a reference; (c) The 40% target is used as a reference; (d) The 20% target is used as a reference.
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For example, the intensity value of the 80% target at scanning geometry C (distance 6.88 m and incidence angle 33.3°) was interpolated as 1792, whereas that of the 20% target at distance 6.88 m and incidence angle 33.3° was measured as 1437, as shown in Table 3. Thus, according to Equation (23), the corrected intensity value of the 20% target at scanning geometry C is 1470.



The corrected intensity values when the 60% ([image: there is no content] = 1640), 40% ([image: there is no content] = 1500), and 20% ([image: there is no content] = 1470) targets are selected as reference targets are presented in Figure 6b–d, respectively.



A comparison of Figure 5 and Figure 6 provides the following conclusions. Before correction, intensity is influenced by incidence angle and distance, and differences exist in the raw intensity values for the same target acquired at various incidence angles and distances. After correction, the intensity values do not depend on incidence angle and distance and are solely associated with reflectance; the differences in intensity values acquired at various incidence angles and distances of the same target are negligible. However, the corrected intensity values of the same target are unequal when different reference targets are selected because the corrected intensity value of the reference target [image: there is no content] ([image: there is no content]) can be arbitrarily defined for relative correction. This finding implies that the corrected intensity values are related to but not equal to the reflectance of the scanned target. The quantitative results of relative correction are presented in Table 4. The table shows that the mean values of [image: there is no content] are approximately 0.19, 0.13, 0.13, and 0.20 for Figure 6a–d, respectively. All of these values are much smaller than 1. This result suggests that the proposed method can effectively eliminate incidence angle and distance effects on original intensity data. Empirically, the relationship between corrected intensity and true reflectance is somehow an "S" curve. As shown in Figure 6, in the middle range, it is close to linear and matches with our linear calibration procedure, whereas in the two side ranges it may be non-linear.



Table 4. Correction results of the four targets at scanning geometries from A to L when different reference targets are used.



	

	
Reference Targets




	
80%

	
60%

	
40%

	
20%




	
[image: there is no content]=0.19

	
[image: there is no content]=0.13

	
[image: there is no content]=0.13

	
[image: there is no content]=0.20






	
Scanned Targets

	
80%

	
[image: there is no content]

	
0.87%

	
0.64%

	
1.01%

	
2.07%




	
([image: there is no content] =7.18%)

	
[image: there is no content]

	
0.12

	
0.09

	
0.14

	
0.29




	
60%

	
[image: there is no content]

	
1.43%

	
0.92%

	
0.91%

	
1.61%




	
([image: there is no content] =7.68%)

	
[image: there is no content]

	
0.19

	
0.12

	
0.12

	
0.21




	
40%

	
[image: there is no content]

	
1.68%

	
1.13%

	
0.91%

	
1.44%




	
([image: there is no content] =7.79%)

	
[image: there is no content]

	
0.22

	
0.15

	
0.12

	
0.18




	
20%

	
[image: there is no content]

	
2.03%

	
1.36%

	
1.07%

	
0.88%




	
([image: there is no content] =8.32%)

	
[image: there is no content]

	
0.24

	
0.16

	
0.13

	
0.11










For absolute correction, the function form of [image: there is no content] should be determined. As indicated in Figure 4a,b, the intensity is proportional to the reflectance when the incidence angle and distance are the same. [image: there is no content] was estimated as


[image: there is no content]



(27)




for Faro Focus3D 120. The method for estimating [image: there is no content] was introduced in detail in our previous study [36]. Therefore, Equation (23) can be rewritten as


[image: there is no content]



(28)







The intensity values absolutely corrected according to Equation (28), i.e., the reflectance values, are shown in Table 5. The mean corrected intensity values of the four targets using different reference targets are approximately equal and close to the true reflectance values. By setting [image: there is no content] as the recovered reflectance from Equation (28) and [image: there is no content] as the known reflectance, the mean error of the reflectance retrieval of [image: there is no content] targets is calculated as


[image: there is no content]



(29)







Table 5. Absolute correction results (reflectance) of the four targets at scanning geometries from A to L when different reference targets are used.



	

	
Reference Targets

	




	
80%

	
60%

	
40%

	
20%

	
Mean






	
Scanned Targets

	
80%

	
77.08%

	
78.57%

	
81.01%

	
85.62%

	
80.57%




	
60%

	
55.82%

	
57.19%

	
59.44%

	
63.70%

	
59.04%




	
40%

	
35.35%

	
36.61%

	
38.69%

	
42.63%

	
38.32%




	
20%

	
14.88%

	
16.03%

	
17.94%

	
21.54%

	
17.60%










According to the data in Table 5, [image: there is no content] is 3.68%. This result suggests that the proposed method has high accuracy.




5.3. Correction Results of Natural Targets


To further investigate the applicability of the proposed method, the results of the proposed method on natural surfaces were analyzed. The Faro Focus3D 120 scanner was utilized to scan a white lime wall, a building facade with gray bricks, and a cement road. The surface roughness is approximately 0.1 mm–0.2 mm, 0.8 mm–1.5 mm, and 0.5 mm–1.0 mm for the wall, building, and road, respectively. The original intensity images of the three surfaces are shown in Figure 7a–c. A total of 20 small regions with a size of approximately 15 cm × 15 cm in the three surfaces, with different incidence angles and distances, were manually and randomly sampled.


Figure 7. (a) Original intensity image of the white lime wall; (b) Original intensity image of the building facade with gray bricks; (c) Original intensity image of the cement road; (d) Original intensity values of the sampled regions of the three surfaces; (e) Distances of the sampled regions of the three surfaces; (f) Cosine of incidence angles of the sampled regions of the three surfaces.
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The mean original intensity values, distances, and cosine on incidence angles of the selected regions are shown in Figure 7d–f, respectively. Of course, the effects of errors and outliers cannot be observed if we use mean intensity values, and the way someone select the regions (e.g., mixed pixels) may have a slight influence on the accuracy calculated at the end. But, these effects are minimal and may be neutralized if we use the mean intensity value. These 20 small regions with different incidence angles and distances were randomly selected from different parts of the three surfaces. The regions are typical to some extent. If we randomly and arbitrarily choose 20 small regions from three different surfaces, the proposed method is effective. This can prove the feasibility of our proposed method. The field test may not be ideal but can well suppose the validation of the proposed method. The relative correction results of the three surfaces obtained by using different reference targets are shown in Figure 8, where [image: there is no content] is set as 1833, 1640, 1500, and 1470 for the 80%, 60%, 40%, and 20% reference target, respectively.


Figure 8. Relatively corrected intensity values of the sampled regions of the three surfaces. (a) The 80% target is used as a reference; (b) The 60% target is used as a reference; (c) The 40% target is used as a reference; (d) The 20% target is used as a reference.
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As shown in Figure 7d, the original intensity is influenced by the incidence angle and distance. As such, the intensity values of different regions of the same target differ significantly although they have the same scattering property. Excessive overlaps occur in the original intensity values for the three targets. Nevertheless, the relatively corrected intensity values of different regions of the same target are approximate, as shown in Figure 8. Distinguishing these targets based on the corrected intensity values is feasible. The quantitative results of relative correction are presented in Table 6. The mean values of [image: there is no content] are approximately 0.16, 0.13, 0.11, and 0.20 for Figure 8a–d, respectively. This result proves the feasibility of the proposed method on natural surfaces.



Table 6. Relative correction results of the three surfaces when different reference targets are used.



	

	
Reference Targets




	
80%

	
60%

	
40%

	
20%




	
[image: there is no content]=0.19

	
[image: there is no content]=0.13

	
[image: there is no content]=0.13

	
[image: there is no content]=0.20






	
Wall

	
[image: there is no content]

	
0.64%

	
0.57%

	
0.43%

	
0.77%




	
([image: there is no content] =2.99%)

	
[image: there is no content]

	
0.21

	
0.19

	
0.14

	
0.26




	
Building

	
[image: there is no content]

	
1.54%

	
0.91%

	
0.91%

	
1.76%




	
([image: there is no content] =8.53%)

	
[image: there is no content]

	
0.18

	
0.11

	
0.11

	
0.21




	
Road

	
[image: there is no content]

	
90.00%

	
0.91%

	
0.85%

	
1.25%




	
([image: there is no content] =9.78%)

	
[image: there is no content]

	
0.09

	
0.09

	
0.09

	
0.13










The absolute correction results are shown in Figure 9 and Table 7. The mean corrected intensity values (reflectance) obtained using different reference targets are approximately equal. To evaluate the results quantitatively, we utilized the FieldSpec Pro spectrometer manufactured by Analytical Spectral Devices Inc. to measure the reflectance values of the three surfaces. The reflectance values of the three surfaces measured by the spectrometer at a wavelength of 905 nm are 78%, 49%, and 27%, which are considered true reflectance values (each surface was measured ten times to obtain the mean reflectance). Compared with the reflectance values measured by the spectrometer, the value of [image: there is no content] is 3.09%. This also proves the high accuracy of the proposed method on natural surfaces.


Figure 9. Absolutely corrected intensity values of the sampled regions of the three surfaces. (a) The 80% target is used as a reference; (b) The 60% target is used as a reference; (c) The 40% target is used as a reference; (d) The 20% target is used as a reference.
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Table 7. Absolute correction results (reflectance) of the three surfaces when different reference targets are used.



	

	
Reference Target

	
Mean

	
Standard




	
80%

	
60%

	
40%

	
20%






	
Wall

	
76.58%

	
75.84%

	
76.48%

	
77.25%

	
76.54%

	
78%




	
Building

	
51.96%

	
53.05%

	
54.61%

	
57.73%

	
54.34%

	
49%




	
Road

	
32.45%

	
31.71%

	
30.62%

	
31.58%

	
31.59%

	
27%










As shown in Figure 8 and Figure 9, several errors were detected in the corrected intensity values. These errors can be explained by the following points. From a theoretical perspective, the proposed method depends on the assumption that the systematic parameters are constant during the entire campaign. However, this condition may be untrue for several laser sources. For example, the emitted power [image: there is no content] can change because of environmental factors, such as temperature. From a practical perspective, environmental effects and variations in surface property affect the accuracy of the proposed method. For example, the dust and dirt on the road, the internal moisture content, the grout between the bricks, or the external erosion of the wall, will change the surface reflectance properties, that is, the scanned surface is not exactly homogeneous at every part. Furthermore, several measuring errors may exist in the reference targets which would also lead to variations in the corrected intensity values.



To further prove the superiority of the proposed method, the polynomial method [36] was applied to correct the incidence angle and distance effects of the sampled data of the three natural surfaces. The specific forms of [image: there is no content] and [image: there is no content] for Faro Focus3D 120 are listed in Table 8. The polynomial degree was set as 3 and 8 for [image: there is no content] and [image: there is no content], respectively, to maintain balance in the simplicity and accuracy of the model. The polynomial coefficients were estimated by least squares adjustment. The absolute correction results (reflectance) of the three surfaces by the polynomial method are 76.82%, 51.34%, and 26.51%, similar to that of the proposed method. Compared with the results of the spectrometer, the value of [image: there is no content] is 2.25% for the polynomial method. Even though the correction results of the polynomial method is 0.84% higher than that of the proposed method, the estimation of the polynomial parameters is a tough task. Additionally, the accuracy of the spectrometer and the number of sampled regions should be considered for a more reasonable comparison between the polynomial method and the proposed method. Furthermore, it should be noted that for some TLS systems with a complex distance effect, the polynomial method may be invalid. Therefore, we can conclude that without estimating the specific forms of [image: there is no content] and [image: there is no content], the accuracy of the proposed method is equivalent to that of the polynomial method. This result proves the simplicity and high accuracy of the proposed method.



Table 8. Absolute correction results (reflectance) of the three surfaces of the polynomial method.



	
[image: there is no content]

	
 [image: Remotesensing 08 00251 i001]




	
[image: there is no content]

	
[image: there is no content]

	
[image: there is no content]

	
[image: there is no content]




	
2.41

	
2.27

	
−2.42

	
1




	
[image: there is no content]




	
[image: there is no content]

	
[image: there is no content]

	
[image: there is no content]

	
[image: there is no content]

	
[image: there is no content]




	
3.71 × 109

	
−7.23 × 108

	
2.90 × 108

	
−5.20 × 107

	
4.92 × 106




	
[image: there is no content]

	
[image: there is no content]

	
[image: there is no content]

	
[image: there is no content]

	




	
−2.66 × 105

	
8.33 × 103

	
−140.91

	
1

	




	
Reflectance

	
Wall: 76.82%; Building: 51.34%; Road: 26.51%












6. Conclusions


We discussed the effects of incidence angle and distance on TLS intensity measurements of the Faro Focus3D 120 terrestrial laser scanner and proposed a practical correction method. Given that the relationships among intensity, incidence angle, and distance are complicated and vary significantly in different systems, a new correction method based on the use of reference targets was developed to eliminate the incidence angle and distance effects. Theoretically, the proposed method can be extended to other TLS systems. For intensity correction of a specific instrument, the incidence angle–intensity relationship at a constant distance and the distance–intensity relationship at a constant incidence angle of a reference target must first be measured. Then, the corrected intensity of a scanned point can be estimated by linear interpolation with the reference target according to the values of its incidence angle and distance. Nevertheless, the applicability to other scanners should be further tested. For relative correction, the reference target should be homogenous; there is no need to measure the reflectance. Using different reference targets will lead to different relative correction results. However, for absolute correction, the reflectance of the reference target should be known. The correction results do not depend on the reference targets with regard to absolute correction.



Compared with existing methods, the proposed method exhibits high accuracy and simplicity. The results indicate that the proposed method can effectively eliminate the effects of incidence angle and distance and acquire an accurate corrected intensity value for actual mapping tasks and geological applications. The correction of incidence angle and distance effects based on reference targets is effective and feasible. The proposed method can also be applied to the radiometric correction of overlap scans [7,34]. The limitation of the proposed method is that its accuracy depends on the stability of systematic parameters, which can be a topic for future study.
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