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Abstract:

 The downscaling of frequently-acquired geostationary Land Surface Temperature (LST) data can compensate the lack of high spatiotemporal LST data for urban climate studies. In order to be usable, the generated datasets must accurately reproduce the spatiotemporal features of the coarse-scale LST time series with greater spatial detail. This work concerns this issue and exploits the high temporal resolution of the data to address it. Specifically, it assesses the accuracy, correct pattern formation and the spatiotemporal inter-relationships of an urban three-month-long downscaled geostationary LST time series. The results suggest that the downscaling process operated in a consistent manner and preserved the radiometry of the original data. The exploitation of the data inter-relationships for evaluation purposes revealed that the downscaled time series reproduced the smooth diurnal cycle, but the autocorrelation of the downscaled data was higher than the original coarse-scale data. Overall, the evaluation process showed that the generation of high spatiotemporal LST data for urban areas is very challenging, and to deem it successful, it is mandatory to assess the temporal evolution of the urban thermal patterns. The results suggest that the proposed tests can facilitate the evaluation process.
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1. Introduction


The Urban Heat Island (UHI) is one of the most representative manifestations of climatic modification [1,2]. This effect refers to the relative warmth of urban areas with respect to their surrounding rural areas and is present in every city and town. UHIs are primarily caused by the alteration of the urban local climate and heat balance due to the large-scale conversion of pervious surfaces to impervious surfaces and also the increased anthropogenic heat fluxes of urban areas [1]. UHIs exhibit strong spatial, temporal and vertical variations and have been related to a range of issues, such as human health and energy demand [3,4,5]. Their impact is expensive [6] and extends to large populations and areas [5].



Due to their importance, the study of UHIs has concerned the scientific community for more than 50 years. Most relevant studies employ in situ Air Temperature (TA) data [1,7,8,9,10,11,12]. After 1972, remotely-sensed Land Surface Temperature (LST) data have also been utilized for the study of the Surface UHI (SUHI) [13,14,15,16]. In contrast to TA data, which are point measurements confined to local conditions [17], thermal infrared (TIR) remote sensing is capable of providing a simultaneous and synoptic view of the urban thermal environment [18]. This enables the more detailed assessment of the urban hotspots and the relationship between the urban core and the surrounding natural lands [18,19,20]. Nevertheless, the use of satellite TIR data is not straightforward, and a number of limitations and problems, such as the atmospheric influence, the unknown emissivity and the effective anisotropy, have to be addressed prior to their exploitation [21]. To that end, one of the most important problems concerns the spatial and temporal resolution of the LST data. In particular, the available satellite sensors cannot provide datasets that capture the high spatial and temporal variability of SUHIs, and thus, their exploitation in urban climate studies is limited [22,23,24,25]. For instance, the Sun-synchronous Landsat series satellites, which offer the appropriate high spatial resolution (~100 m), acquire LST data every 16 days; whereas the Spinning Enhanced Visible and Infrared Imager (SEVIRI) onboard Meteosat Second Generation (MSG) geostationary satellites provides ~4 km TIR data with a more appropriate temporal resolution of 5–15 min.



To overcome this problem, the statistical downscaling of geostationary LST data has been proposed. This process can lead to the generation of Downscaled LST (DLST) time series that combine high spatial and temporal resolution and preserve the radiometry of the original thermal data [22,23,24,25,26]. In detail, the LST statistical downscaling is a scaling process that aims to enhance the spatial resolution of coarse-scale LST imagery using fine-scale auxiliary datasets. These auxiliary datasets are usually referred to as LST predictors and are statistically correlated to the LST [26]. An LST downscaling scheme comprises two major parts. The first part is the set of LST predictors used for explaining the spatial variation of LST, while the second part is the regression tool used for associating the LST predictors with the LST data. These two parts are synergistically exploited in a three-stage procedure: firstly, the LST predictors are upscaled and co-registered to the coarse-scale LST data; then, a relationship between the coarse-scale LST data and the LST predictors is established using the regression tool; and finally, this relationship is applied to the fine-scale LST predictors, so as to generate the DLST data. Agam et al. [27] and Kustas et al. [28] include also a fourth process stage, which is an adjustment of the generated DLST data based on the differences of the observed and regressed coarse-scale LSTs. This post-downscaling processing aims to compensate the loss of LST variability due to the use of inflexible regression tools, such as least-square or linear fits [28].



In recent years, a large number of relevant works have been published [26] testing different LST predictors (separately or combined), such as: Vegetation Indices (VIs), emissivity data, land cover maps and topography data; and also regression tools, such as: linear regressors, least-square fits, Support Vector Regression Machines (SVMs) and Neural Networks (NNs) [22,23,24,25,26,27,28,29]. From the available list of LST predictors, the most widely used is the Normalized Vegetation Difference Index (NDVI) [27,28,29], which is strongly negatively correlated with summer daytime LST imagery [30]. Most of the aforementioned works focus on the downscaling of ~4 km data down to 1 km. The downscaling to even higher spatial resolutions (<500 m) is still a very challenging task, mainly because the assumption that the LST data-predictor relationship is valid in both spatial scales weakens or ceases to apply [31]. The work of Bechtel et al. [24] is one of the few studies that discusses the downscaling of geostationary urban LST data down to 100 m with a Root-Mean-Square-Error (RMSE) of 2.2 °C (recent LST fusion studies [32,33] also report similar downscaling factors). In this work, a large set of LST predictors was utilized that also included for the first time LST annual climatology data in the form of annual cycle parameters (ACPs) [34,35,36]. The use of the ACPs for downscaling LST data below the 1-km cap provided very promising results [24]. However, this type of LST predictor has not been used as extensively as the rest, and thus, the available relevant literature is still very limited.



Besides the identification of more robust predictors, another issue that requires attention is the evaluation of the generated high spatiotemporal DLST time series, which is hampered by the lack of appropriate ground truth data [21]. Presently, most downscaling studies utilize independent LST image data (confined to certain time spots) with which they compare the generated data and calculate statistical measures of accuracy and similarity. However, this approach is quite limiting when evaluating DLST time series. This is because it does not examine if the downscaling process was capable of accurately reproducing the spatiotemporal features of the original LST time series (with greater spatial detail), e.g., the SUHI diurnal cycle, and their spatiotemporal inter-relationships (the 5–15-min acquisition cycle makes the relationships between sequential DLST data especially pronounced). A review of the relevant literature reveals the following gaps regarding the evaluation of DLST data/time series:

	
Limited sample dataset used for evaluating the proposed methods. Currently, the evaluation of the main bulk of available downscaling algorithms has been restricted to a small sample of scenes. However, this approach does not allow the assessment of the method’s consistency, robustness and reliability, which are also important. This is because the proposed LST downscaling algorithms will eventually be applied to LST time series and not only to individual scenes.



	
The in-depth evaluation of the revealed DLST spatial thermal patterns. The extraction of spatial information from LST images is a major input, especially for SUHI studies [20]. The shape of the revealed DLST hotspots is heavily dependent on the set of LST predictors used. In detail, the downscaling of the same coarse-scale LST time series, with the same regression tool, but with different sets of LST predictors, would lead to the formation of different DLST spatial patterns.



	
The assessment of the spatiotemporal inter-relationships between sequential DLST data. The diurnal evolution of the LST (and TA) follows a sine wave-like pattern where the LST values smoothly increase during daytime and smoothly fall during nighttime. Short-term weather effects (e.g., heatwaves) and seasonal effects (e.g., vegetation phenology) affect this sine wave-like pattern. In LST time series, the impact of these effects is recorded as special time-dependent features [37]. The features caused by short-term weather effects are presented as brief, but pronounced changes in LST values and patterns. For instance, a heatwave is recorded as an increase of LST values and an intensification of the SUHI spatial cluster for a number of consecutive days [38,39]. On the other hand, the seasonal effects are more subtle and only observable when examining long time series, e.g., the gradual cooling from summer to winter. Hence, a successful downscaling of LST time series should result in a smooth diurnal evolution of DLST values and patterns and emulate the short-term and seasonal features of the coarse-scale LST time series.



	
Assessment of the downscaling method’s performance for different biomes, seasons and topographic and climatic conditions. This issue is important because these factors might influence the relationship between the LST data and the LST predictors and, thus, impact the downscaling process by rendering some LST predictors less effective or even ineffective for certain conditions. For instance, the correlation between NDVI and LST weakens during autumn months [30] and depends also on vegetation type/latitude [40].








This work concerns the first three issues presented above through the study of a downscaled three-month long MSG3-SEVIRI LST time series depicting Rome, Italy. In particular, it assesses the accuracy and correct pattern formation of the generated DLST data and also the impact of the downscaling process on the diurnal evolution of the DLST urban and rural spatial patterns. The assessment process is based firstly on comparisons with an independent LST time series from the Moderate Resolution Imaging Spectroradiometer (MODIS) and secondly on the estimation of autocorrelation measures that exploit the high temporal resolution of the MSG3-SEVIRI data. This article proceeds as follows: in Section 2, the study area and the employed LST data and predictors are presented. In Section 3, the generation of the MSG3-SEVIRI DLST data and the performed evaluation tests are discussed, while in Section 4, the results obtained are presented. The article concludes with a review of this study’s contribution and novelty.




2. Study Area and Data


2.1. Study Area


This work focuses on the city of Rome and the surrounding rural region (Figure 1). The city of Rome is the capital of Italy. It is located in the central-western Italian Peninsula and has a population of ~3.7 million people. The study area extends to approximately 60 km around Rome and covers an area of 10,350 km2. From those, ~50% correspond to agricultural lands, ~40% to vegetated lands and ~10% to urban areas (Figure 1b). The elevation of the area under study varies from 0–1.5 km (Figure 1c). The eastern part of the study area, where the Apennine Mountains are located, is the region with the highest altitude and the most pronounced topographic features. The city of Rome is enclosed in a valley surrounded by the Apennine Mountains, with a lower elevation (13–120 m) and a more subtle topography (Figure 1c). The different nature of these two areas is reflected in the formed spatial thermal patterns, as evident in Figure 1d (Pattern 1: Apennine Mountains; Pattern 2: rural area surrounding Rome; Pattern 3: city of Rome).


Figure 1. (a) The urban agglomerations located inside the study area; (b) the corresponding CORINE 2006 land cover map; (c) the elevation map of the study area; (d) characteristic 10:30 UTC daytime 1-km LST spatial patterns as observed by MODIS (1: Apennines; 2: rural area surrounding Rome; 3: city of Rome).
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2.2. LST Data


This study exploits two different time series of satellite LST image data that depict the exact same region (Figure 1) and cover the same time period (Summer of 2014, DOY: 152–243). The first time series was retrieved from MSG3-SEVIRI (as discussed in [17,41]) and was the main input in the downscaling process. The second dataset was obtained from the available cloud-free MODIS MOD11A1 and MYD11A1 Version 5 data products and served as the independent evaluation dataset for the generated 1-km MSG3-SEVIRI DLST data. The two time series have different spatiotemporal characteristics: MSG3-SEVIRI offers 4 × 5-km LST data 96 times every day (one image every 15 min), whereas MODIS provides 1-km LST data four times every day (two at noon: ~10:30 and ~12:30 UTC; and two at night: ~01:30 and ~21:30 UTC; morning and afternoon data are not available). The two time series have also different acquisition geometries. In particular, MSG3-SEVIRI acquires data of the study area with a constant view zenith angle (VZA) equal to +50° and an azimuth angle equal to 18.4°, whereas MODIS with a VZA that ranges from −55°–+55° (the “+” sign means that the sensors view the area beneath from the west, while the “−” sign from the east [42]). In this study, only MODIS data acquired with a positive VZA were considered. This was done so as to avoid any comparisons between inconsistent LST data [21,42], i.e., LST data where the ensemble of surfaces sampled by the two satellite sensors would dramatically differ due to the opposite observation geometries. The selection of only MODIS data with a similar VZA to MSG3-SEVIRI was not considered as an option, because the evaluation dataset would become too limited for the time period under study. Eventually, 6470 MSG3-SEVIRI (on average, 71 images per day; only images with a <30% cloud cover were retained) and 92 MODIS (47 daytime and 45 nighttime) LST images were retrieved. The time distribution of the utilized satellite LST data is presented in Figure 2. The data collected are well distributed throughout the 2014 summer months and also throughout each day with some exceptions due to high cloudiness [17]. In most cases, two MODIS images were available for each day, covering sufficiently the time span of interest (MODIS data were available for 50 of the 90 days covered by this study).


Figure 2. The time distribution of the employed MSG3-SEVIRI and MODIS LST data.
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2.3. LST Predictors


Seventeen widely-used LST predictors were utilized in this study for the downscaling of the MSG3-SEVIRI time series (Table 1). The utilized LST predictors include topography data, land cover maps, emissivity data, VIs and LST annual climatology data (i.e., the ACPs). The LST predictors were selected based on previous works of the authors [23,24]. Specifically, the topography data were retrieved from the Shuttle Radar Topography Mission (SRTM; [43]) and consist of the altitude, the slope and the aspect maps (in the present study, four aspect maps were generated, one for each of the four main directions: north, south, west and east). The land cover data were obtained from the GlobCover dataset [44], which was aggregated to four major classes, water bodies, urban areas, agricultural areas and vegetated regions, and then decomposed to provide the percentages of specific land cover for each pixel. The emissivity data were retrieved from the TERRA MODIS eight-day 11-μm and 12-μm emissivity product (MOD11A2), while the VIs from the TERRA MODIS 16-day NDVI and Enhanced Vegetation Index (EVI) indices (MOD13A2). Lastly, the ACPs [34,35] were estimated from a five-year time series (2009–2013) of MODIS LST data. The LST climatology is annually periodic and can be approximated by a series of harmonic functions [34]. The ACPs’ methodology exploits this attribute in a pixel-wise manner using a sine function plus a constant term that transforms into a set of five components [35]. These components are: the Mean Annual Surface Temperature (MAST, i.e., the constant term); the Yearly Amplitude of Surface Temperature (YAST, i.e., the amplitude of the sine function); the phase shift of the sine function (θ); the fit RMSE; and lastly, the number of observations used for the fit. In this study, the estimation of the ACPs was performed separately for TERRA and AQUA data and for daytime and nighttime data. In total, four ACP sets were obtained (one for each MODIS overpass time), from which only the MAST, YAST and θ components were included in the downscaling process. Finally, all LST predictors were (if needed) resampled to 1 km and re-projected to the MODIS sinusoidal map projection.


Table 1. The LST predictors employed in this study.


	Type
	LST Predictors





	Topography Data
	Altitude, slope, aspect N, aspect S, aspect W and aspect E



	Land Cover Data
	Water bodies, urban areas, agricultural areas, and vegetated areas



	Emissivity Data
	8-day 11-μm and 12-μm emissivities (MOD11A2)



	Vegetation Indices
	16-day NDVI and EVI (MOD13A2)



	LST Annual Climatology Data
	YAST, MAST and θ









The aforementioned predictors correspond to two major categories: the time-independent (static) predictors and the time-dependent (dynamic) predictors. The topography data, as well as the land cover maps fall in the first category, while the rest of the predictors fall in the second category. The time-dependent predictors can be divided further into: those that change on an eight-day or 16-day basis (the emissivity and the VIs) and those that change within a day (the ACPs).





3. Method


3.1. SVM-Based DLST Data Generation


The downscaling of the employed 4-km MSG3-SEVIRI LST time series was performed using the method presented in [23] and evaluated in [17], which employs an SVM coupled with gradient boosting. The SVM was preferred over other methods, because it has limited requirements on training dataset size and quality; it is effective in terms of noise reduction and computation efficiency; and its self-adaptability makes it better suited to describe the complex relationship that connects the LST data with the LST predictors [25,45]. The gradient boosting method [23], which is a machine-learning concept that combines the results of a series of model runs (or even different models) so as to form a much stronger regression model, was employed in order to improve the performance of the SVM.



The implemented workflow follows the standard three-stage procedure presented in the Introduction (i.e., upscaling and coregistration; regression; generation of DLST data) and was applied to each one of the employed 6470 MSG3-SEVIRI LST images, separately. In particular, the upscaling and co-registration of the 1-km LST predictors to the 4-km MSG3-SEVIRI LST data was performed using an intermediate 1-km grid that assigned which 1-km pixels belong to each 4 × 5-km MSG3-SEVIRI pixel. This was performed on the basis of the coarse-scale pixel’s geographical coordinates. The aggregated 4-km LST predictors were then estimated as the mean of the selected 1-km pixels, with the exception of slope and aspect maps that were re-calculated from the aggregated altitude map. Prior to upscaling, all LST predictors were min-max normalized between −1 and 1, so as to have comparable values. The last two stages of the downscaling process were the training of the regression model and the estimation of the 1-km DLST data, respectively. A 3 × 3 averaging filter was also applied to the generated 1-km DLST image data, so as to make them more physically realistic and to remove any artifacts.



The time dependency of the LST predictors used in this study was also taken into consideration during the downscaling process. In particular, the emissivity data and the VIs were updated every 8 and 16 days, respectively; while the ACPs were successively changed on a daily basis (the AQUA nighttime ACPs were set in use at 23:30 UTC, the TERRA daytime at 06:00 UTC, the AQUA daytime at 11:30 UTC and, lastly, the TERRA nighttime at 17:30 UTC). To that end, the estimation of intermediate ACPs from other satellite data was not possible, while the option to estimate intermediate ACPs as the average of consecutive ACPs was omitted because this would not be valid. The sequential change of the ACPs is expected to raise two problems: (i) the sudden change of the ACPs will affect the smooth evolution of the DLST spatial patterns; and (ii) the use of the night and noon ACPs during morning and afternoon hours will bias the formed DLST spatial patterns for these time periods. Nevertheless, the inclusion of the ACPs was considered significant because, being derived from fine-resolution TIR data, they will be able to explain much of the LST spatial variance and facilitate the formation of correct DLST spatial patterns. In addition, the use of a large number of diverse predictors in conjunction with the SVM is expected to minimize the aforementioned problems (for assessing this issue, targeted tests have been performed; see Section 4.2).




3.2. Assessment of Generated DLST Time Series


The assessment of the generated DLST time series addresses the first three issues raised in the Introduction regarding the capability of the DLST time series to reproduce the spatiotemporal features of the original coarse-scale LST time series with greater spatial detail:

	
Issue 1: the assessment of the method’s accuracy, reliability and consistency.



	
Issue 2: the evaluation of the formed DLST spatial patterns.



	
Issue 3: the assessment of the potential of the generated DLST time series to emulate the diurnal and seasonal characteristics of the original LST time series.








To address each issue, a set of relevant key aims was identified (Table 2) and targeted tests were devised as discussed below. These tests are based either on the LST cross-validation method [21] or the exploitation of the high temporal resolution of the employed LST/DLST time series; and utilize either the 1-km MODIS data or the original 4-km MSG3-SEVIRI LST data, since no ground truth measurements were available. The LST cross-validation method is a widely-used [17,22,23,24,25] LST evaluation method that can be applied anywhere in the world on the condition that independent high-quality LST image data are available [21]. This method is especially advantageous to alternatives, such as the ground-based temperature-based method [21], since the availability of ground truth LST data around the globe is extremely limited. It has to be stressed though that the cross-validation, which is essentially an image-to-image comparison method, is very sensitive to spatial and temporal mismatches between the compared datasets [17,21]. In this study, the impact of these mismatches could only be minimized and not compensated completely: the compared data have the same map projection and similar acquisition time (maximum deviations less than 5–10 min), but not always the same VZA (as discussed in Section 2.2).



Table 2. The identified key aims to assess each issue and the tests performed (# is the test serial number).



	
Issue

	
#

	
Aim

	
Tests






	
Issue 1

	
1

	
Quantification of differences between MSG3-SEVIRI DLST-MODIS LST time series.

	
Statistical measures at fine resolution (1 km).




	
2

	
Downscaling performance with respect to land cover type.

	
RMSE spatial distribution.




	
3

	
Downscaling method’s consistency assessment.

	
Image-to-image analysis between MSG-SEVIRI DLST-MODIS LST.




	
4

	
Assessment of DLST when no coincident MODIS data are available.

	
Statistical measures at original resolution (4 km).




	
Issues 2 & 3

	
5

	
Assessment of formed pattern’s shape, size and location.

	
DLST and MODIS LST Local Moran Indices (LMI) comparison.




	
6

	
Compliance of DLST and original LST pattern diurnal evolution.

	
LMI juxtaposition and visual inspection.




	
7

	
Magnitude of diurnal spatial change.

	
Similarity between the first image of the day and the remaining 95.




	
8

	
Smoothness of DLST diurnal spatial change/artifact formation due to ACPs’ sudden change.

	
Similarity between sequential quarter-hourly images.




	
9

	
Preservation of original radiometry.

	
Min/mean/max LST-DLST value comparison.




	
10

	
DLST potential to emulate the spatial changes due to seasonal effects.

	
Similarity between sequential images.










3.2.1. Accuracy and Consistency Assessment Tests Using a Long Time Series of LST/DLST Data


For addressing the first issue, four major tests were performed: (i) the quantification of the 1-km MSG3-SEVIRI DLST and MODIS LST time series differences; (ii) the assessment of the RMSE spatial distribution; (iii) the estimation of the downscaling method’s performance on an image-to-image basis; and (iv) the comparison of the generated DLST data with the original MSG3-SEVIRI LST data, upscaled to 4 km.



For quantifying the differences between the 1-km MSG3-SEVIRI DLST and MODIS LST time series, several descriptive statistical measures, namely mean difference, Standard Deviation (SD), variance, RMSE and Pearson’s correlation coefficient (Rho), were calculated. This analysis was performed separately for each one of the four MODIS overpass times and utilized only the MODIS pixels where the LST retrieval accuracy is equal to or better than 1 °C (the accuracy information was extracted from the MODIS quality assurance layer supplied with each MOD11A1 and MYD11A1 LST product).



In addition to the above, the RMSE spatial distribution was also estimated for each MODIS overpass time. This test aims to assess the downscaling performance with respect to land cover type; to highlight the differences between the daytime and nighttime data; and to identify any regions with persistently high RMSE. The third test was the assessment of the methods’ reliability and consistency. For this purpose, the RMSE and Rho values were estimated separately for the 47 daytime and 45 nighttime MODIS-coincident DLST data, and the consistency with time was examined. The last test for addressing Issue 1 was the comparison of the generated DLST data with the original 4-km MSG3-SEVIRI LST time series. For this purpose, all 6470 MSG3-SEVIRI images were employed, and several statistical measures were calculated. In particular, the DLST data were upscaled to 4 km using the method discussed in Section 3.1 and then divided into 96 groups (corresponding to each MSG3-SEVIRI quarter-hourly acquisition time). For each group, the distribution of LST differences, the mean value, the RMSE and the Rho statistical measures were computed.




3.2.2. Test for the Assessment of the Formed Spatial Patterns


The assessment of the formed DLST spatial patterns is required, since the SVM can form unwanted artifacts. To facilitate the assessment of the spatial thermal patterns, the Local Moran Index (LMI; [46]) was employed, which is an established spatial analysis tool for the detection of spatial clusters. The LMI identifies the prevalent hotspots by comparing individual locations with their neighborhood using Equation (1). In Equation (1), zi is the pixel value at location i, m2 is the second moment as an estimate of variance, wij is a distance-based weight for pixel j included in the neighborhood of pixel i and n is the sample number. The application of the LMI leads to the generation of a new image depicting the prevalent thermal patterns.


[image: there is no content]



(1)







To assess the formed spatial patterns, the MSG3-SEVIRI DLST-derived LMI images were compared to the corresponding daytime and nighttime MODIS LMI. Specifically, the three-month mean, MODIS-coincident DLST images were estimated and then employed for calculating the LMI. This was done so as to minimize the influence of local short-term weather effects. The evaluation of the retrieved LMI was performed by comparing the location, the shape and the size of the prevalent thermal clusters with the ones derived from the MODIS data.




3.2.3. Tests for Assessing the DLST Diurnal and Seasonal Features


For addressing the third issue, three tests were performed. The first test concerns the assessment of the spatial pattern diurnal evolution. For this test, the 6470 MSG3-SEVIRI images included in each dataset (i.e., the 4-km LST and the 1-km and 4-km DLST time series) were divided into 96 groups (according to their acquisition time) and averaged. Then, the LMI was calculated separately for each three-month mean image to minimize the weather effects. The analysis of the retrieved LMI data was performed in three stages. Firstly, the 1-km DLST-derived LMI data were juxtaposed with the corresponding 4-km LST-derived LMI data for assessing the agreement of the corresponding spatial patterns. Then, the magnitude of the spatial pattern diurnal change was examined by calculating the Rho between the 00:00 UTC image with each one of the following 95 (similar to Figure 3a; the 4-km LST data acted as a reference). Finally, the smoothness of the diurnal DLST pattern evolution was assessed by estimating the Rho between sequential quarter-hourly images (similar to Figure 3b). In particular, it was assumed that the 15-min MSG3-SEVIRI data acquisition frequency is too short for any major spatial pattern change to take place. Hence, the Rho between sequential quarter-hourly mean LST/LMI data should be close to 1. The impact of the sudden ACPs change was also assessed using the aforementioned autocorrelation tests.


Figure 3. A graphical representation of the autocorrelation tests performed for assessing the spatiotemporal features of the DLST time series: (a) estimation of Rho between the first image of the set and the rest; and (b) estimation of Rho between sequential images.
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For the second test, the 1-km mean, minimum and maximum DLST values of each generated image were compared to the corresponding 4-km LST values so as to assess if the original radiometry is preserved. The third test focuses on the spatial changes due to seasonal effects. In detail, it was assumed that for a long, but finite time period, as the period under study, the Rho between the first MODIS image (i.e., the one acquired first) and each one of the rest (in a sequential manner similar to Figure 3a) should exhibit a smooth declining trend. This trend would be due to seasonal effects, and the DLST data should replicate it.






4. Results and Discussion


4.1. Accuracy and Consistency Assessment


4.1.1. Comparison of Corresponding 1-km MSG3-SEVIRI DLST and MODIS LST Time Series


The first aim of the evaluation process is to provide an accuracy estimation of the retrieved 1-km DLST data through comparisons with the corresponding MODIS LST data. The results (Table 3; Figure 4) are consistent between day- and nighttime. The mean difference is close to −0.3 °C in almost every case, with the exception of the 10:30 UTC data, where the MSG3-SEVIRI DLST time series is warmer by +1.1 °C. Furthermore, the calculated LST differences are more dispersed for daytime (SD of ~3.1 °C) than for nighttime (SD of ~1.2 °C) data. The superiority of nighttime results, which is a trend reported in most downscaling works (e.g., [22]), is also evident for RMSE (~3.1 °C for daytime and ~1.3 °C for nighttime). Rho is equal to ~0.86 for daytime and ~0.9 for nighttime comparisons.


Figure 4. The distribution of the LST differences between the generated 1-km DLST and reference LST datasets.
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Table 3. The results of the MSG3-SEVIRI DLST-MODIS LST time series comparison.


	Statistical Measures
	01:30 UTC
	10:30 UTC
	12:30 UTC
	21:30 UTC





	Mean Difference
	−0.46
	+1.10
	−0.20
	−0.25



	Variance
	1.41
	9.10
	8.96
	1.38



	SD
	1.19
	3.02
	2.99
	1.18



	RMSE
	1.27
	3.21
	3.00
	1.20



	Rho
	0.88
	0.85
	0.86
	0.91










4.1.2. Analysis of RMSE Spatial Distribution


The performance of the downscaling process is not the same for every pixel, but depends on land cover type and topography [42]. To assess this issue, the spatial distribution of the RMSE for each MODIS overpass time is presented in Figure 5. From Figure 5, it is evident that every pixel, regardless of land cover type, has a higher RMSE in daytime than in nighttime and that the daytime RMSE spatial patterns are considerably more complex than the nighttime (in accordance with [42]). In particular, the Apennine Mountains (Pattern 1 of Figure 5) daytime and nighttime RMSE values are ~6.0 °C and ~1.0 °C, respectively, making it the most pronounced daytime spatial feature. For Rome (Pattern 3 of Figure 5), the corresponding RMSE values are ~3.5 °C and ~2.5 °C, respectively, and it is the most prominent nighttime feature. The rural area pixels exhibit the lowest RMSE values (~2.0 °C for daytime and ~1.0 °C for nighttime).


Figure 5. The (a) 01:30 UTC; (b) 10:30 UTC; (c) 12:30 UTC; and (d) 21:30 UTC RMSE spatial distribution of the generated DLST dataset for each MODIS overpass time. The outlined Areas 1 and 3 correspond to the Apennines and Rome, respectively.
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The particularly high daytime RMSE values over the Apennines (Figure 5) are mostly due to colocation uncertainties [42] and the enhanced effective anisotropy of rugged terrain [47]. Specifically, the terrain-induced shadows cause differential heating patterns that increase the spatial heterogeneity of the LST. The enhanced LST spatial heterogeneity makes the emitting surfaces differ even more when viewed at different angles, as is the case between MSG3-SEVIRI and MODIS (Section 2.2). Hence, the radiometric incompatibilities between the same rugged-terrain pixels are more pronounced and lead to the calculation of higher RMSE values with respect to flat regions. The influence of shadows on effective anisotropy can also explain why the daytime Apennines’ RMSE patterns are more pronounced for the 10:30 UTC data than the 12:30 UTC data. In particular, the increase of Sun elevation from ~50°–~70° during the 10:30–12:30 UTC period implies that the differential heating patterns caused by the Sun-terrain geometric configuration become weaker with time. Hence, their influence decreases during the 10:30–12:30 UTC time period, and so do the radiometric incompatibles between MSG3-SEVIRI and MODIS for this region.




4.1.3. Assessment of the Downscaling Method’s Stability and Consistency


The image-to-image RMSE and Rho values for assessing the downscaling method’s stability and consistency are presented in the scatterplots and frequency histograms of Figure 6. Specifically, the calculated Rho values are greater than 0.7 for 86 of the available 92 MODIS-MSG-SEVIRI pairs (only for three daytime and the nighttime images the Rho was lower than 0.7); and the RMSE is consistently close to 3 °C for daytime and 1 °C for nighttime comparisons. Hence, the performance of the downscaling method is considered consistent.


Figure 6. The RMSE and the correlation coefficient of the SEVIRI DLST that were compared to the MODIS (a) daytime and (b) nighttime data. The corresponding RMSE (vertical) and correlation coefficient (horizontal) frequency histograms are included for each plot.
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4.1.4. Comparison of MSG3-SEVIRI LST and DLST Time Series


The hourly distribution of the LST differences between the original 4-km MSG3-SEVIRI LST and the upscaled DLST time series is presented in Figure 7a, while the corresponding Rho and RMSE values are presented in Figure 7b,c, respectively. The mean LST difference (bias) is close to 0 °C for all time spots under study, while the SD of the LST differences is greatest for the 10:00–14:00 UTC time period and minimum for the 00:00–09:00 UTC and the 17:00–24:00 UTC time periods. The RMSE shows a similar pattern: the RMSE is equal to ~1 °C in the morning hours until 09:00 UTC, and then, it starts increasing. At 14:00 UTC, it reaches its maximum value (~1.8 °C) and then starts to fall back to ~1 °C. Rho is close to 0.9–0.95 almost throughout the day, with the exception of noon, when it falls to 0.85. Consequently, it can be assumed that the performance of the downscaling process during morning and afternoon hours would not be as good as for night hours, but better than noon.


Figure 7. The (a) mean difference and the distribution of LST differences, (b) Rho and (c) RMSE between the DLST (upscaled to 4 km) and original coarse-scale MSG3-SEVIRI LST data; the Rho between the first mean (d) LST and (e) LMI image and the rest (both for 4 km and 1 km); the Rho between sequential mean (f) LST and (g) LMI images (both for 4 km and 1 km).
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4.2. Assessment of Formed Spatial Patterns


In Figure 8, the predominant spatial thermal clusters as derived by the 10:30 UTC and 21:30 UTC MODIS and the corresponding DLST data are presented, respectively (the 12:30 and 01:30 UTC data were bypassed because the spatial patterns are similar to the above). In general, the same major clusters are present between the MODIS LST and MSG3-SEVIRI DLST data. However, none of the DLST images emulates the spatial features visible in the MODIS LST data with the same sharpness and contrast; they appear somewhat blurry.


Figure 8. The three-month mean MODIS LST and MSG3-SEVIRI LST and DLST images for (a) 10:30 UTC and (b) 21:30 UTC. The corresponding LMI images are also presented, and the prevalent thermal clusters are highlighted (tones of blue for MSG3-SEVIRI and tones of red for MODIS).
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The high homogeneity of the DLST data affects the extraction of spatial information from the generated data. In this work, the high similarity of adjacent DLST pixels led to the estimation of larger LMI clusters and higher LMI values and, thus, to the extraction of larger hotspots. This is evident especially for the daytime data (Figure 8a), where the dominant MODIS LMI (orange shapes) and MSG3-SEVIRI DLST LMI (blue shapes) hotspots differ in size (Figure 8a). For the 21:30 UTC data (Figure 8b), the blurriness impact is minor, since the nighttime LST values are intrinsically homogeneous. In general, the nighttime LMI-derived MODIS and MSG3-SEVIRI hotspots are similar (Figure 8b).




4.3. Assessment of the DLST Spatiotemporal Features


4.3.1. Assessment of the DLST Spatial Pattern Diurnal Evolution


In Figure 9, the diurnal evolution of the 4-km LST-derived LMI and the corresponding 1-km DLST-derived LMI is presented. According to the 4-km LMI data, the study area’s diurnal cycle can be perceived as a five-phase cycle. During the first phase, the Apennine Mountains and Rome’s SUHI effect are the prevalent LST spatial features (the former remains strong throughout Phase 1 and also the entire day, while the latter weakens with the passage of time). In Phase 2, the rural region becomes a prevalent thermal cluster that is warmer than the city of Rome, and thus, an urban sink phenomenon occurs [48]. In Phase 3, the most complex LST patterns occur: at 10:30 UTC, the eastern part of Rome forms a well-defined cluster that is warmer than the western part and stands out from the surrounding rural area, while at 13:30 UTC, the east and west parts of Rome have similar LST values and form a unified cluster centered over Rome. During Phase 4, the LST values start to drop, and the rural thermal pattern weakens until it disappears. The cluster corresponding to Rome shrinks, but remains prevalent. In the last phase, the predominant spatial patterns are those induced by the mountainous region and Rome’s SUHI, similar to Phase 1 (Figure 9, 19:30 and 22:30 UTC). The success of the downscaling process depends on how well the DLST time series can emulate the characteristics of the aforementioned diurnal cycle.


Figure 9. The diurnal evolution of the 4-km and 1-km MSG3-SEVIRI LMI (the LMI were min-max normalized separately). The black squares correspond to the city of Rome, Italy.
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In general, the diurnal evolution of the DLST spatial patterns follows the five-phase cycle discussed above. However, the DLST scheme did not reproduce the urban sink phenomenon observed for the 4-km 07:30 UTC LMI image (Figure 9c). This is an important issue, because it can adversely impact the analysis of the SUHI diurnal evolution. Another issue observed is that the strength of the diurnal spatial changes is weaker in the generated DLST data than in the original MSG3-SEVIRI LST data, as Figure 7d,e reveals. Specifically, the Phase 2, 3 and 4 Rho values corresponding to the DLST data are considerably higher than the reference data (yellow curves, Figure 7). This finding suggests that the increased similarity of the DLST data made the diurnal cycle changes less pronounced and, thus, the generated daytime and nighttime DLST data more similar. Finally, Figure 7f,g shows that the diurnal evolution of the DLST data is smooth as Rho is equal to ~1 for every case. In that figure, at the time spots where the ACPs change takes place, a minor drop of 0.02 (Rho ≈ 0.98) is observable that is deemed not important. Hence, it can be suggested that the use of a large number of LST predictors with an SVM was able to compensate the sudden change of LST predictors.




4.3.2. Assessment of the DLST Potential to Emulate LST Temporal Features


The last stage of the evaluation process is the assessment of the DLST time series’ potential to emulate the temporal features of the original 4-km LST time series. In Figure 10, the mean, minimum and maximum LST and DLST values for each image of the original MSG3-SEVIRI 4-km and the generated 1-km datasets are presented for the period under study (Summer 2014). The retrieved 4-km LST and 1-km DLST values are very similar and form a sine-wave pattern. These two characteristics suggest that the DLST data adequately preserved the radiometry of the original data and, thus, were capable of retaining the smooth increases and decreases of the measured 4-km LST values.


Figure 10. Juxtaposition of the (a) mean; (b) minimum and (c) maximum MSG3-SEVIRI LST and DLST values of the original 4-km and the generated 1-km datasets for summer 2014.
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The long-term seasonal effects on the DLST spatial patterns are studied in Figure 11 by estimating the Rho between the first image of each employed dataset (i.e., the MODIS LST and MSG3-SEVIRI DLST time series) and the rest (as discussed in Section 3.2.3 and presented in Figure 3a). Specifically, the expected declining Rho trend due to the seasonal effects is observable only for the daytime data, but very weakly (Figure 11b,c). For the nighttime data, the linear fits (Figure 11a–d) are almost horizontal (the slight increasing MODIS trend in Figure 11d is an artifact caused by the availability of more image data after DOY 190). This is mostly due to the fact that the utilized data correspond to the same season of the year. The most interesting observation though concerns the magnitude of the Rho values obtained. Specifically, the MODIS Rho values are lower (by 0.1–0.2) than the ones derived from the MSG3-SEVIRI DLST dataset. This observation hints that the generated DLST spatial patterns are more similar than the measured LST data (a similar issue was noticed when the daytime and nighttime DLST spatial patterns were compared in Section 4.3.1) and that the downscaling process could not represent the spatial thermal changes as pronouncedly as the measured data could.


Figure 11. The (a) 01:30 UTC; (b) 10:30 UTC; (c) 12:30 UTC, and 21:30 UTC Rho between the first LST/DLST image of each dataset and the rest.
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5. Conclusions


The downscaling of frequently-acquired geostationary LST has the potential to compensate the lack of high spatiotemporal LST time series for urban climate studies. To deem the downscaling of geostationary LST time series successful and capable of capturing the spatial and temporal variations of SUHIs, the generated high spatiotemporal DLST time series must reproduce the spatiotemporal features of the coarse-scale LST time series with greater spatial detail. This is one of the first studies that discusses this issue and assesses if the generated DLST data can indeed be exploited in urban thermal applications. To address this question, this work studied the accuracy, the correct pattern formation and the temporal changes of a downscaled three month-long MSG3-SEVIRI LST time series depicting the city of Rome, Italy.



The results suggest that the downscaling process operated in a consistent manner, preserved the radiometry of the original MSG3-SEVIRI data and generated noon, afternoon and nighttime spatial thermal patterns that were similar to those present in the evaluation data. However, the evaluation revealed that the generated DLST data could not emulate the morning urban sink of Rome, which is an important issue for SUHI studies. Moreover, the results also suggest that the downscaling of urban pixels is more challenging than for rural pixels, both for daytime and nighttime images. In particular, the evaluation process showed that the diurnal evolution of the generated data was smooth, but the autocorrelation of the 1-km DLST data was higher than of the original 4-km LST data. This suggests that the DLST data could not present subtle spatial thermal changes during the course of a day as pronouncedly as the measured data could. These findings (even though confined to this study) reveal a series of issues that are important to urban thermal studies that using only conventional DLST evaluating schemes (i.e., comparisons with independent LST data confined to certain time spots) would remain unrevealed.



Generalizing the aforementioned observations, the assessment of high spatiotemporal DLST data for urban thermal applications should consider also the following issues:

	
The capability of the DLST data to accurately emulate the SUHI diurnal pattern cycle.



	
The capability to detect subtle spatial thermal changes during the course of a day.



	
The smoothness of the diurnal evolution of the DLST data.



	
The consistent performance of the employed downscaling method.








The exploitation of the DLST data spatiotemporal inter-relationship for evaluation purposes can overcome some of the limitations posed by the lack of ground truth data and facilitate the assessment of the issues listed above. Presently, this matter is overlooked. However, the capability of the downscaling process to accurately emulate the DLST diurnal cycle values and patterns and the time series’ temporal characteristics is crucial. This is because these two features ultimately determine the exploitability of the DLST time series for generating added value products and services for the study of the urban thermal environment, such as the estimation of air temperature, the SUHI analysis and the heat wave hazard assessment.



Besides the difficulties and the limitations currently faced, the generation of geostationary DLST time series is an important advancement of TIR remote sensing that can facilitate the study of the urban climate. Future research should focus more on the assessment of the spatiotemporal characteristics of DLST time series.
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The following abbreviations are used in this manuscript:





	ACPs
	Annual Cycle Parameters



	DLST
	Downscaled Land Surface Temperature



	DOY
	Day of Year



	EVI
	Enhanced Vegetation Index



	IAASARS/NOA
	Institute for Astronomy, Astrophysics, Space Applications and Remote Sensing, National Observatory of Athens



	LMI
	Local Moran Index



	LST
	Land Surface Temperature



	MAST
	Mean Annual Surface Temperature



	MODIS
	Moderate Resolution Imaging Spectroradiometer



	MSG3-SEVIRI
	Meteosat Second Generation 3–Spinning Enhanced Visible and Infrared Imager



	NDVI
	Normalized Difference Vegetation Index



	NNs
	Neural Networks



	Rho
	Pearson’s correlation coefficient



	RMSE
	Root-Mean-Square-Error



	SD
	Standard Deviation



	SRTM
	Shuttle Radar Topography Mission



	SVM
	Support Vector Regression Machine



	SUHI
	Surface Urban Heat Island



	TA
	Air Temperature



	TIR
	Thermal Infrared



	UHI
	Urban Heat Island



	UTC
	Coordinated Universal Time



	VIs
	Vegetation Indices



	VZA
	View Zenith Angle



	YAST
	Yearly Amplitude of Surface Temperature



	ε
	Spectral emissivity



	θ
	Phase shift
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