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Abstract: A Mobile Ad Hoc Network (MANET) protocol requires proper settings to perform data
transmission optimally. To overcome this problem, it is necessary to select the correct routing protocol
and use the routing protocol’s default parameter values. This study examined the effect of route
request parameters, such as RREQ_RETRIES and MAX_RREQ_TIMOUT, on the Ad Hoc On-demand
Distance Vector (AODV) protocol, which was then compared with the default AODV performance
Optimized Link State Routing (OLSR) protocols. The performance metrics used for measuring
performance were Packet Delivery Ratio (PDR), throughput, delay, packet loss, energy consumption,
and routing overhead. The results show that the OLSR protocol has a smaller delay than the AODV
protocol, while in other measurements, the AODV protocol is better than OLSR. By reducing the
combination value of RREQ_RETRIES, MAX_RREQ_TIMEOUT in AODV routing to (2, 10 s) and
(3, 5 s), the protocol’s performance can be improved. The two combinations result in an average
increase in throughput performance of 3.09%, a decrease in delay of 17.7%, a decrease in packet loss
of 27.15%, and an increase in PDR of 4.8%. For variations in the speed of movement of nodes, 20 m/s
has the best performance, while 5 m/s has the worst performance.

Keywords: MANET; routing; AODV; OLSR; RREQ_RETRIES; MAX_RREQ_TIMEOUT

1. Introduction

A Mobile Ad Hoc Network (MANET) is an autonomous ad hoc wireless network
that consists of many nodes, in which the nodes dynamically move so that the topology
changes [1]. MANET can communicate without centralized administration and is sup-
ported by wireless communication technologies such as WiFi, ZigBee, and WiMAX [2].
MANET is generally used in places where a permanent infrastructure cannot be formed,
such as disaster areas, battlefields, cars, military formations, ships, and aircraft intended
to form temporary networks, so that the devices can be free both in and out of network
coverage [3–5]. Nodes in MANET in the form of communication devices are laptops, smart-
phones, and sensors. Their performance characteristics include dynamic topology and
limited bandwidth, battery life, processing power, and storage capacity [6]. The MANET
simulation’s mobility model is divided into four categories: random models, models with
temporal dependency, models with spatial dependence, and models with geographic
restrictions [7]. In this research, we used mobile modeling of moving nodes to avoid
obstacles [8], randomly [9], in a limited simulation space on an ad hoc network.

The challenges of routing and security should be identified properly before deploying
a MANET [10]. The routing protocols play an important role in ensuring reliable communi-
cation among nodes in MANET [11]. Routing is the process of transmitting packets from
one network to another [12]. Routing protocols in MANET must also be able to adjust
the changes in the changing network topology. Therefore, a reliable routing protocol is
needed with a low overhead in managing MANET, which can be seen from the Quality of
Service (QoS) parameters such as Packet Delivery Ratio (PDR), throughput, packet loss,
and delay [13–15].
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Several kinds of research have been conducted on reactive and proactive routing
protocols on MANET. Among the results, studies show that the Ad Hoc On-demand
Distance Vector (AODV) protocol has good throughput and end-to-end delay [5], good
energy consumption [16], is suitable for application to moving nodes [17], and has a good
performance with increased speed for average end-to-end metrics [18]. In contrast, the
Optimized Link State Routing (OLSR) protocol is a proactive routing protocol developed
based on the link state routing algorithm and is an optimal technique to extract information
relating to the network topology [19]. OLSR has the advantage of the delay being relatively
low because it is a routing table. Compared with AODV, OLSR has better throughput,
packet loss, and delay [6]. OLSR has the advantage of average end-to-end delays, where
the delay is less than other protocols [20], better in terms of dense and highly dynamic
topology [21], and suitable for delay-sensitive applications [22].

Previous research using the AODV protocol has not examined the effect of the per-
formance’s changing parameters. However, in an ad hoc network environment such as
MANET, the route discovery and route maintenance process is the key concept that deals
with topology changes [23]. Other than that, routing parameter values such as Active Route
Timeout (ART) also play an important role in providing stable routing in a dynamic environ-
ment, where the network topology changes continuously and quickly [23,24]. Research on
the performance of the default parameters has been carried out by [23–27]. Studies [25,27]
examined the effects of route maintenance and HELLO messages parameters. The route
maintenance parameters are Active Route Timeout (ART) and delete period constant (n),
while HELLO messages include HELLO_INTERVAL and ALLOWED_HELLO_LOST. Both
studies show that the default parameters of the AODV protocol do not always produce
the best results. The best results from the two studies were generated by reducing the
parameter values, such as changing the ART value to 2.5 (default value: 2.5) and the
HELLO_INTERVAL value to 0.5 (default value: 1). The change in these parameters’ values
can cause an increase or decrease in the routing overhead and PDR. If the parameter value
changes too far from the default value, the resulting performance is strange.

Other studies of ART parameters on AODV protocols were conducted by [23,27], and
research on Delete Period Constant (DPC) parameters was conducted by [24]. All three
studies also show that the default values of AODV parameters do not always have optimal
performance. The optimal MANET performance is produced with ART values smaller than
the default values, the values of which are between 0.5 and 3. As well as DPC parameters,
the best performance is produced by values of 6 for Variable Bitrate (VBR) traffic and 3 for
Constant Bitrate (CBR) traffic.

This study examined the effect of route request parameters such as RREQ_RETRIES
and MAX_RREQ_TIMOUT on the AODV protocol, which was then compared with the
default AODV performance OLSR routing protocols. The performance metrics used in
performance measurement were Packet Delivery Ratio (PDR), throughput, delay, packet
loss, energy consumption, and routing overhead. Network performances are good if they
have a high throughput and packet delivery ratio (PDR) and low packet loss and delay [6].

2. Materials and Methods

The methodology used in the present research was a simulation using the NS2 simu-
lator. It was started by designing a simulation. The simulation design was carried out to
determine the examples of cases in the real world that would be simulated to determine
the simulation parameters. Next, the process continued, with the scenarios’ test design
relating to the routing protocol’s performance test, designing the node positions, and the
network traffic. AODV and OLSR routing protocol settings were developed to set the
AODV routing parameters and install the OLSR routing protocols. Next, the simulation
was run, and it produced a trace file used to analyze the values of PDR, throughput,
packet loss, delay, energy consumption, and routing overhead. A general description of the
research methodology is shown in Figure 1.
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Figure 1. Research steps.

2.1. Simulation Design

The case selection in the present research was significant because it would affect the
design of the simulation scenarios. MANET can be used in real applications on mobile
communication devices such as notebooks, smartphones, and data exchange sensors. In this
study, the chosen case involved a smartphone or sensor attached to a vehicle; therefore,
it could send packet data to other devices or base stations. To support this scenario, we
used a simulation area of 1000 × 1000 m, the UDP transport protocol, and a packet size of
512 bytes with delivery every 10 times in 1 min with a maximum number of packets of 1000
on each connection. Table 1 shows the parameters and values used during the research.

Table 1. Simulation parameter.

Parameter Value

Simulation time 200 s
Area of simulation 1000 × 1000 m

Transportation protocol UDP
Packet type CBR
Packet size 512 bytes

Rate of packets 10 packets/second
Maximum packets 1000 packets
Propagation model Two Ray Ground

Initial energy 1000 J
TxPower 1.3 W
RxPower 1.4 W

Idle power 0.7 W
Sleep power 0.01 W

RREQ_RETRIES AODV 2, 3 (default), 4
MAX_RREQ_TIMEOUT AODV 5, 6, 7, 8, 9, 10 (default), 11, 12 s
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2.2. Test Design

The simulation scenarios’ design was used to compare the performance of variations
of the AODV routing protocol and the default OLSR routing protocol. Here, we used a
scenario that consisted of five nodes containing one moving node and four motionless
nodes. The amount of network traffic occurred for only one connection with one source
and one destination node, as shown in Table 2. This destination node would move away
from the source node, resulting in changes in the routing path. It was used to test the
changes of the parameters RREQ_RETRIES and MAX_RREQ_TIMEOUT on the AODV
protocol. Figure 2a,b shows the test scenario’s start position and end position. These two
images show that node 3 moved away from node 0 and approached node 4. There were
four variations in node speed—5 m/s (18 km/h), 8 m/s (28.8 km/h), 11 m/s (39.6 km/h),
and 20 m/s (72 km/h)—which show the condition of the vehicle speed at different crowd
levels. There was also a condition where the connection between the source and destination
nodes was disconnected in order to perform a more detailed analysis of the effect of the
RREQ_RETRIES and MAX_RREQ_TIMEOUT parameters on the AODV protocol on the
formation of new network paths.

Table 2. Scenario details.

Parameter Value

Number of nodes 5
Amount of traffic 1
Node movement One moving node

Node speed 5, 8, 11, and 20 m/s

Figure 2. (a) Node starting position; (b) node final position.

2.3. Routing Protocol Configuration

The process of configuration was carried out by combining the values of the
RREQ_RETRIES and MAX_RREQ_TIMEOUT AODV routing protocol. A list of the combi-
nations of the two values is shown in Table 3. From that, the values were simulated by using
a test design. The value selection aimed to compare the change in the RREQ_RETRIES value
to the MAX_RREQ_TIMEOUT value and vice versa. The simulator determined the default
values for both parameters: 3 for RREQ_RETRIES and 10 s for MAX_RREQ_TIMEOUT.
RREQ_RETRIES and MAX_RREQ_TIMEOUT parameters do not exist in the OLSR protocol
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because it is categorized as proactive routing. This study’s OLSR routing protocol had
HELLO values and Topology Control (TC) Intervals of 2 and 5 s.

Table 3. RREQ_RETRIES and MAX_RREQ_TIMEOUT variation of AODV protocol.

No. Code RREQ_RETRIES Value MAX_RREQ_TIMEOUT Value

1 AODV 1 3 (default) 10 (default)
2 AODV 2 2 10
3 AODV 3 4 10
4 AODV 4 3 5
5 AODV 5 3 6
6 AODV 6 3 7
7 AODV 7 3 8
8 AODV 8 3 9
9 AODV 9 3 11
10 AODV 10 3 12

2.4. Performance Metrics
2.4.1. PDR

PDR compares the number of packets successfully received by the destination node
(Rni) with the total number of packages sent by the source node (Sni). PDR serves to
measure the success of the delivery ratio. The higher the PDR value, the better the network
performance [28,29]. PDR is one of the QoS parameters. It indicates the success rate of a
routing protocol and can be calculated using Equation (1).

PDR =

(
∑N

i=0 Rni

)
(

∑N
i=0 Sni

) . (1)

2.4.2. Throughput

Throughput is the data’s effective transfer rate, whereas, in this paper, it is measured
in bytes per second (Bps). Throughput is the total number of successful packet arrivals
observed on the destination device over a certain time interval divided by the duration
of the time interval [28,29]. The main aspect of throughput is knowing the availability
of sufficient bandwidth for the application. This determines the amount of traffic an
application can receive when it passes through the network. This throughput can be
measured after the data transmission occurs and can be calculated using Equation (2):

Throughput =
total of the packet sent
total data sending time

. (2)

2.4.3. Packet Loss

The percentage of packets lost is the total number of packets sent over the network in
proportion to time [6]. If packet loss occurs in the TCP protocol, it will send the lost packet
again, resulting in increased overhead in terms of energy wasted to forward a dropped
packet [13]. The UDP protocol, however, does not resend a lost packet, which causes packet
loss. Several things cause the loss of packets on the network, including network overload,
corruption of the packet, errors in physical media problems, and the failure of the receiver’s
transmission (i.e., buffer overload) [30]. Packet loss can be calculated using Equation (3).

Packet Loss =
total of packet sent − total of the packet received

total of packet sent
. (3)

2.4.4. Delay

Delay is the time to transfer packets from the source packet to its destination that
passes through a series of nodes [29]. Because the delay is related to time, it is stated
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in millisecond units. Several factors support this delay, namely, network congestion,
overutilized servers, and distance between connection points on the network. A more
excessive load on a network, with the connection distance being far away allows for a high
delay value. Delay is one parameter for assessing QoS. The smaller the delay value, the
better the quality of a network. The average delay can be calculated using Equation (4).

Delay =
time packet received − time packet sent

total package received
. (4)

2.4.5. Average Energy Consumption

According to [31], MANET’s energy consumption can be calculated using Equation (5).
Energy consumption calculation for each node is done by subtracting the initial value (i) of
energy at each node with the remaining energy (r); then, the value is divided by the total
number of nodes (N).

Average Energy Consumption =
i − r

N
. (5)

2.4.6. Routing Overhead (RO)

Routing overhead shows the number of routing packets transmitted during a simula-
tion [32]. The routing packages in the AODV protocol are Route Request (RREQ), Route
Reply (RREP), and Route Error (RRER), as shown in Equation (6). Meanwhile, in OLSR,
there are HELLO routing packages and Topology Control (TC), as shown in Equation (7).
In general, an increase in TC messages may cause congestion, collision, and additional
energy consumption, which may decrease network performance [33]:

AODV Routing Overhead = RREQ + RREP + RRER (6)

OLSR Routing Overhead = HELLO + TC. (7)

3. Results

This section contains the research results based on PDR, throughput, packet loss, delay,
energy consumption, and routing overhead. For each result, we compare the AODV and
OLSR protocols with a default parameter. Then, we compare the impact of RREQ_RETRIES
and MAX_RREQ_TIMEOUT in the AODV protocol.

3.1. PDR

The PDR results of the OLSR and AODV protocols are shown in Figure 3. The PDR
of the default AODV protocol has an average value of 84.6%, while that of the OLSR
protocol is 77.45%. This result shows that the AODV protocol is better than the OLSR
protocol in the moving node scenario. While reducing the RREQ_RETRIES value to 2
(AODV 2) increases the PDR performance by 1.8%, increasing the RREQ_RETRIES value
to 4 (AODV 3) decreases the PDR performance by 1.9%. These results also apply to
the reduction in the value MAX_RREQ_TIMEOUT, which increases PDR performance.
By decreasing the MAX_RREQ_TIMEOUT value of 5 s (AODV 4), this increases the PDR
performance by 5.3%, while increasing the MAX_RREQ_TIMEOUT value of 12 s (AODV 10)
decreases the PDR performance by 2.1%.
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Figure 3. PDR results.

3.2. Throughput

The throughput results of the OLSR and AODV protocols are shown in Figure 4.
The figure shows that default AODV has a higher throughput value than OLSR. The
default AODV protocol throughput has an average value of 21,684.532 Bps, while that
of the OLSR protocol is 21,120.34 Bps. Hence, reducing the value of RREQ_RETRIES to
2 (AODV 2) increases the throughput performance by 1.6%. Next, increasing the value of
RREQ_RETRIES to 4 (AODV 3) reduces throughput to 2.6%. These results also apply to
reducing the value of MAX_RREQ_TIMEOUT, which increases throughput performance.
By decreasing the MAX_RREQ_TIMEOUT value of 5 s (AODV 4), this increases the
performance throughput to 4.57%, while increasing the MAX_RREQ_TIMEOUT value of
12 s (AODV 10) decreases the performance of throughput by 1.8%.
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Figure 4. Throughput results.

3.3. Packet Loss

The packet loss results from the OLSR and AODV protocols are shown in Figure 5.
The figure depicts that OLSR has a packet loss value higher than that of AODV. The default
AODV packet loss protocol has an average value of 10.4%, while that of the OLSR protocol is
19.50%. While reducing the value of RREQ_RETRIES to 2 (AODV 2) reduces the packet loss
by 13.8%, increasing RREQ_RETRIES to 4 (AODV 3) increases the packet loss by 14.66%.
These results also apply to a reduction in the value of MAX_RREQ_TIMEOUT, which
results in a decrease in packet loss. By decreasing the value of MAX_RREQ_TIMEOUT 5 s
(AODV 4), this reduces packet loss by 40.5%, while increasing the MAX_RREQ_TIMOUT
value of 12 s (AODV 10) increases the packet loss by 35%.
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Figure 5. Packet loss results.

3.4. Delay

Delay results from the OLSR and AODV protocols are shown in Figure 6. The results
show that OLSR has a better delay than AODV. The default AODV protocol delay has
an average value of 0.1722 ms, while that of the OLSR protocol is 0.022 ms. Meanwhile,
reducing the value of RREQ_RETRIES to 2 (AODV 2) and increasing it to 4 (AODV 3)
reduce delay. When the value of RREQ_RETRIES is 2, the delay value is reduced by
3.4%, while when the value of RREQ_RETRIES is 4, the delay value is reduced by 0.2%.
Regarding the decrease and increase in the value, MAX_RREQ_TIMEOUT does not always
reduce the delay value. For the value of MAX_RREQ_TIMEOUT, 7 s (AODV 6) causes
an increase in delay of 0.7%, while increasing the MAX_RREQ_TIMEOUT value to 12 s
(AODV 10) decreases the delay by 0.96%. The lowest delay value is obtained with the
MAX_RREQ_TIMEOUT value of 5 s (AODV 4).

Figure 6. Delay Results.

3.5. Average Energy Consumption

The average energy consumption from the OLSR and AODV protocols is shown in
Figure 7. The results show that OLSR has a higher average energy consumption than AODV.
The default AODV protocol’s energy consumption has an average value of 78.38 J, while
that of the OLSR protocol is 145.82 joules. Hence, increasing the value of RREQ_RETRIES
to 4 (AODV 3) increases the average energy consumption by 0.83%. Regarding reducing
and adding up to the value, MAX_RREQ_TIMEOUT does not always reduce the average
energy consumption. The reduction in the value of MAX_RREQ_TIMOUT to 6, 8, and
9 s increases the average energy consumption to 0.24%, 0.26%, and 0.004%, respectively,
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whereas increasing the MAX_RREQ_TIMEOUT value to 11 and 12 s reduces the aver-
age energy consumption to 0.39% and 0.17%, respectively. The lowest average energy
consumption is obtained with the RREQ_RETRIES value of 2 s (AODV 2).

Figure 7. Average Energy Consumption Results.

3.6. Routing Overhead

The routing overhead results from the OLSR and AODV protocols are shown in
Figure 8. The results show that OLSR has a higher routing overhead than the default
AODV protocol. The AODV protocol overhead routing has an average value of 41, while
the OLSR protocol has a value of 774. On the other hand, regarding the variation in
RREQ_RETRIES and MAX_RREQ_TIMEOUT values in the AODV protocol, decreasing
RREQ_RETRIES to 2 (AODV 2) reduces the routing overhead by 10.8%, while increasing
RREQ_RETRIES to 4 (AODV 3) increases the routing overhead by 9.75%. Regarding the
decrease and increase in the value, MAX_RREQ_TIMEOUT does not indicate changes in
the value of routing overhead.

Figure 8. Routing overhead results.

4. Discussion

The comparison between the AODV and OLSR routing protocols with the test sce-
narios used in this research shows that the OLSR protocol is only superior in terms of the
delay metrics, whereas for other metrics, such as PDR, throughput, packet loss, energy
consumption, and routing overhead, the AODV protocol is superior. This is due to the
high overhead of the OLSR routing protocol because it is continuously sending routing
packets at a certain interval [6]. OLSR has a lower delay than the AODV protocol due to
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its nature, which stores routing information on each node, so packets are sent faster [6,17].
However, this causes OLSR to send many routing packets to control the network topology,
causing energy consumption and routing overhead to be very high. This impacts network
congestion so that the OLSR routing protocol has a low PDR and throughput. The number
of routing packages on the AODV and OLSR routing protocols, based on observation times,
is shown in Table 4. In this part of the discussion, we refer to the results at the velocity of
20 m/s, which shows the best results. Other speeds show poor performance, which may
be due to the lack of movement of nodes to form new routes after the path is interrupted,
resulting in many packets being dropped, thus increasing routing packets because the
destination node is not immediately within the range of the source node, which causes a
decrease in PDR and throughput.

Table 4. Total routing packets generated from AODV and OLSR protocols at node speed of 20 m/s.

Timestamp (Second) AODV Routing OLSR Routing

5 5 15
50 41 181

100 41 370
150 41 576
200 41 774

The results presented in Table 5 indicate that the number of routing packets on the
AODV protocol does not change after reaching 41. This is due to there being no route
changes at 10–200 s. The AODV routing protocol does not send routing packets. Unlike
the OLSR routing protocol, although there is no route change on the network, the protocol
will still send routing packets for a certain period of time to maintain the routing tables
on each node, so the number of generated routing packages increases. Many of these
routing packets cause the network traffic to become dense, causing a decrease in the OLSR
routing protocols’ performance in terms of PDR, throughput, packet loss, delay, and energy
consumption.

The effect of the parameters RREQ_RETRIES and MAX_RREQ_TIMEOUT on the
AODV protocol shows that reducing the value of RREQ_RETRIES and MAX_RREQ_TIMEOUT
improves the routing performance, as seen from PDR, throughput, and packet loss. This is
because by reducing, in particular, the MAX_RREQ_TIMEOUT value, the route search can
be made faster when a route change occurs. A route change occurs once in the test scenario
to send a packet from node 0 to node 3. The first route that is formed directly connects
node 0 to node 3, which is one hop away. This route lasts until node 0 propagates the RRER
message due to node 3, moving away from node 0 and approaching node 2, causing node
3 to be outside the node’s reach.

Table 5. Time differences in the formation of routes in AODV protocol variations.

Routing Protocol Time for Forming Routes (Seconds)

AODV 1 24.930899
AODV 2 23.355387
AODV 3 26.801093
AODV 4 19.912302
AODV 5 20.864071
AODV 6 21.907193
AODV 7 22.844083
AODV 8 23.931910
AODV 9 25.913372
AODV 10 26.927788
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In the movement of node 3, previously formed routes cannot be used, so that packets
cannot be sent. The route is reformed after node 3 is within reach of node 2. In the formation
of the new route, it is necessary to resend the RREQ. The length of time for an RREQ packet
depends on the RREQ_RETRIES and MAX_RREQ_TIMEOUT values.

When there is a delay between sending RRER packets and new RREQ packets, node 0
tries to improve the route by sending RREQ packets, but because the destination of node 3
is still beyond the reach of all member nodes, the routing table is not formed, resulting in a
delay in sending RREQ packets because the RREQ packet delivery limit has been reached
according to the RREQ_RETRIES and MAX_RREQ_TIMEOUT values. Table 5 shows the
time at which the routing table was formed at node 0, according to the RREQ_RETRIES
and MAX_RREQ_TIMEOUT values.

Table 4 shows that reducing RREQ_RETRIES and MAX_RREQ_TIMEOUT values can
speed up the delivery of RREQ packets to speed up route formation. The faster the route is
formed, the faster data packets can be sent to increase PDR, throughout, and packet loss.

In the case of delay, the effects of the RREQ_RETRIES and MAX_RREQ_TIMEOUT
parameters do not have a pattern. This is because of the generated delay value from
when the packet was sent after the route was formed. The average energy consumption
shows that an increase in the value of MAX_RREQ_TIMEOUT reduces energy consump-
tion. This is because when there is a higher MAX_RREQ_TIMEOUT value, there is a long
delay in packet delivery caused by route changes. Hence, the number of sent packets
decreases. The lowest average consumption is generated by the MAX_RREQ_TIMEOUT
value of 11 s. It decreases energy consumption by 0.399%. The routing overhead shows
that changes of MAX_RREQ_TIMEOUT do not affect performance. This is because
MAX_RREQ_TIMEOUT only delays sending RREQ packets and does not reduce the num-
ber of RREQ packets sent. What affects routing overhead is the value of RREQ_RETRIES,
which can reduce the number of packets sent and increase the number of packets that can
be sent. The optimal RREQ_RETRIES parameter obtained from this research is 2, while the
optimal MAX_RREQ_RETRIES value is 5 s. The results are in good agreement with studies
conducted by [25,26], which show that the default parameter values of the AODV protocol
do not always produce the best results.

5. Conclusions

The results of this study show that the OLSR protocol has a shorter delay than the
AODV protocol. The OLSR protocol has a delay of 0.02 s compared with that of the AODV
protocol of 0.156 s, while, for other performance metrics, the AODV protocol is better than
OLSR at every speed variation. OLSR has 11% lower PDR, 8% lower throughput, 46%
higher packet loss, 49% higher energy consumption, and 94% higher routing overhead.
This result shows that the AODV protocol can adapt better to topology change than the
OLSR protocol.

In the AODV routing algorithm, by reducing the combination value of RREQ_RETRIES,
MAX_RREQ_TIMEOUT to (2, 10 s) and (3, 5 s), this can improve protocol performance.
The two combinations resulted in an average increase in throughput performance of 3.09%,
a decrease in delay of 17.7%, a decrease in packet loss of 27.15%, a decrease in energy
consumption of 19%, a decrease in routing overhead of 4.8%, and an increase in PDR
of 4.8%. From these results, it can be concluded that reducing the combined value of
RREQ_RETRIES and MAX_RREQ_TIMEOUT can improve the AODV protocol’s perfor-
mance; the AODV protocol performs better than OLSR due to the low number of generated
routing packets.

Regarding variations in node movement speed, performance increases as the speed
increases and decreases as the node speed decreases. A speed of 20 m/s has the best per-
formance, while 5 m/s has the worst performance. These results apply to all performance
metrics, including PDR, throughput, packet loss, delay, and energy consumption. These
results indicate that node movement speed affects the formation of new routes after the
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path is cut off. These results may not be valid under different scenarios, so further research
is needed.
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