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Abstract: The impact of the strategies that researchers follow to publish or produce scientific content
can have a long-term impact. Identifying which strategies are most influential in the future has been
attracting increasing attention in the literature. In this study, we present a systematic review of rec-
ommendations of long-term strategies in research analytics and their implementation methodologies.
The objective is to present an overview from 2002 to 2018 on the development of this topic, including
trends, and addressed contexts. The central objective is to identify data-oriented approaches to learn
long-term research strategies, especially in process mining. We followed a protocol for systematic
reviews for the engineering area in a structured and respectful manner. The results show the need for
studies that generate more specific recommendations based on data mining. This outcome leaves
open research opportunities from two particular perspectives—applying methodologies involving
process mining for the context of research analytics and the feasibility study on long-term strategies
using data science techniques.

Keywords: researcher career; data science; long-term strategies

1. Introduction

Sánchez-Torres and Miles described tools for a systematic assessment of the challenges
and opportunities using future-oriented technology analysis to examine their application
for the development of public policies in the context of e-government [1]. However,
the existing reviews are distributed in different contexts, mainly focusing on medicine.
These reviews do not present data science as a tool for generating strategies, but rather
the strategies are part of empirical conclusions [2–7]. Suppose that, in this study, we add
scientometrics or research analytics; in that case, the detection of this type of work becomes
void. As far as we know, there are no comprehensive studies that collect, characterize
and contextualize the case studies combining methodologies and tools. Hence, there is no
systematic review focusing on long-term strategies within this context.

The purpose of this systematic review is to identify whether there are articles that
present long-term strategies with data science, specifically process mining, within the
context of research analytics. We aim to find long-term strategies and the methodologies
used for developing and evaluating them. The interest lies in reviewing how strategies are
described in the literature and the effects of their application in the long-term.

Gómez et al. [8] discussed that a systematic review of the literature offers a tool for
identifying, evaluating and interpreting the currently published studies whose context is
mainly defined. The systematic review makes it possible to synthesize the information
rigorously and impartially so that what is proposed has a high scientific value. They also
added that one of the main motivations for conducting a systematic review is detecting
results for a particular topic of interest that might not otherwise be possible.

In this study, the research questions proposed are as follows.

RQ1: Are there methods of recommending long-term strategies using data science tech-
niques?
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RQ2: Are there studies with the above characteristics that use process mining within the
context of research analytics?

The following are the objectives of this review study:

• Identify the main learning methods for long-term strategies.
• Identify and describe cases where recommendations for long-term strategies are made

using data science.
• Identify and describe case studies where process mining has been used as a learning

tool for long-term strategies.
• Identify and describe case studies where process mining has been applied in re-

search analytics.

2. Background
2.1. Research Analytics

Scientometrics is the study and analysis of science through the calculation of indicators
by data analysis methods. These indicators are commonly applied in science, technology
and innovation. Leydesdorff and Milojevic’ [9] provided the state-of-the-art scientometric
development and evolution as a discipline in charge of the quantitative study of science,
which began with Eugene Garfield’s idea of an index to improve information retrieval.
Cantu et al. [10] described research analytics as a set of techniques that allow information
to be collected from large datasets to help organizations make decisions through statistics
and probabilistic methods. Data analytics includes statistical techniques and involves
methods from different fields, such as automatic learning, artificial intelligence, data
science, and data mining. All these tools offer a range of possibilities for processing large
amounts of data. The objective of its application lies in hypothesis testing, discovery of
information and decision-making.

2.2. Data Science

Data science is an area that composes a set of techniques and methodologies whose
main objective is to manipulate and process data to achieve retrieval of knowledge. Some of
the activities in data science for decision-making and information prediction are extraction,
preparation, exploration, transformation, storage, recovery and infrastructure, and min-
ing [11]. On the one hand, Van der Aalst [12] defined it as an interdisciplinary area whose
purpose is to convert data into a real value. On the other hand, Waller and Fawcett [13] de-
scribed it as applying qualitative and quantitative methods, allowing prediction outcomes
during problem resolution. Provost and Fawcett [14] also defined it as a set of fundamental
principles that allow information to be extracted from a set of data and translated into
knowledge. These principles involve techniques and processes that make it possible to
understand a phenomenon by analyzing data to improve decision-making. The value can
be described in terms of feasible information for decision-making, visualization, or any
valuable insights resulting from the application. Data science also tries to take into account
the ethical, social and business aspects. For example, in [15], the term “Green data science”
is coined to refer to data science that makes responsible use of information in any of its
dimensions in terms of the amount of data collected, where information is protected from
misuse or irresponsible use.

2.3. Process Mining

Process mining is an area of research that aims to extract knowledge through event
logs. It involves using event logs to automatically extract process-related information,
as described in [16]. The event logs can be obtained from multiple and diverse sources.
This is because of the large number of records made daily, from sending an email and
registering in a new service to sharing an element in social networks. Each of these
actions can be recorded as an event, which can be extracted for analysis. There are three
main elements in process mining—discovery, conformance checking and enhancement.
Discovery involves finding a process model from an event log. Conformance checking
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allows verifying whether a proposed model corresponds to the actions being carried out
and recorded in the event log. In performing this action, an event log is compared against
a model of the same process to identify deviations, bottlenecks, or activities that may
be conflicts within a process. Enhancement allows improving a previous process model
by repairing or extending it. This implies implementing model improvements once the
variations between the model and the event log are identified, providing a more realistic
view of the analyzed process.

Depending on the event log characteristics, process mining can extract information
from three different perspectives—control flow, organizational and case. For example,
suppose that the event log describes the tasks performed in a certain process, and from these
tasks, an ordering of activities can be inferred. In that case, the flow control perspective can
be extracted. Suppose that the event log contains information that relates a certain activity
to a particular resource (i.e., who performs that activity). In that case, the organizational
perspective can be mined. This implies that social networks can be built and identify the
relationships between resources and activities. Suppose that the event log has details of the
tasks that can provide information on what influences one activity. In that case, the case
perspective can be mined, allowing predictions to be made on the basis of the previously
analyzed cases. Based on the aforementioned information, it can be deduced that each
of the perspectives tries to answer the following—how? (control flow perspective), who?
(organizational perspective), and what? (case perspective) [17].

Other techniques have been used to analyze sequences of events. Some approaches
include neural networks and hidden Markov models [18,19]. However , one of the main
disadvantages of neural networks is mainly because the resulting model is illegible to
humans due to no process model from the point of view of the flow of activities (e.g., as
can be seen in a Petri Net or a Business Process Model and Notation BPMN diagram).

The hidden Markov models are an extension of a Markov process composed of states
and transition probabilities. Unlike the traditional model, there is a possible observation
in each state, which has a probability; however, the state remains hidden. They are at
a deeper level of abstraction from other systems of process representation. When using
hidden Markov models, some questions remain to be answered (i.e., how to calculate the
most transited path in a hidden Markov model or, given a set of sequences, how to find the
hidden Markov model that maximizes the probability of producing those sequences).

Execution time of the executed iterative procedures is the main problem of using
hidden Markov models. Finding the most transited path is one of the problems mentioned
above, which belongs to the process mining domain. This problem can be solved with the
Baum—Welch iterative algorithm; however, it is important to have a limited number of
states. This feature also forms part of the challenges of the HMM application, which is the
need to guess an appropriate number of states as input for the aforementioned algorithm.
Like neural networks, the resulting model is inaccessible and difficult to interpret for
the end-user, even in small examples. Although different data mining techniques can be
exploited for process mining, they cannot perform the most relevant process mining tasks,
such as process discovery, process enhancement and conformance checking [16].

3. Materials and Methods

Biolchini et al. [20] described the concept of a systematic review as a research method-
ology that seeks to analyze a predetermined topic by addressing it in a summarized,
concrete, structured and reproducible manner [21]. Recently, a systematic review has
been encouraged before the development of new projects [22], and this kind of publication
seems to be increasing [23]. Although they have been criticized as secondary studies [24,25],
they have also been qualified as a “fundamental scientific activity” [26].

One of the principal utilities of a systematic review lies in the examination of relevant
studies through structured methods, as well as the identification of methodological incon-
sistencies or errors [26]. They also provide information on research gaps and provide a
future vision to guide knowledge development [27]. Their main contribution is the ease
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of identifying all studies on a selected topic; a lack of reviews would hinder this valuable
scientific process by deliberately consolidating the relevant literature. This contribution
is one of the main points with respect, for example, to literature reviews, which tend to
be more general and may cover several aspects of the same topic. The main differences
lie in the lack of assurance of a systematic protocol for obtaining and interpreting the
results [28]. The results of systematic reviews, compared to literature reviews, may be
perceived as more reliable [24,29,30]. Petticrew and Roberts [31] presented the processes in
such a way to reduce biases while solving specific research questions. We took the most
relevant characteristics outlined in the following from both approaches.

The following template is an adaptation of one of the aforementioned studies, includ-
ing some elements present in the original proposal.

Protocol development. This stage involves the formulation of research questions
(including focus, breadth, and quality), the definition of research objectives, and what
is expected to be answered at the end of the systematic review. The identification and
selection of research sources and the definition from which sources will be analyzed will
be obtained.

Extraction of information. This involves the definition of inclusion criteria for eval-
uating the information obtained from the studies and determining its relevance and the
definition of templates for extracting information and executing the extraction.

Presentation of results. This involves the presentation of trends and relevant classifica-
tions.

3.1. Question Formularization

Question focus. We identify methods of recommending long-term strategies and their
relationship to data science to analyze whether there are coincidences with process mining
within the context of research analytics.

Question quality and amplitude. This stage includes the following.

• Problem. Long-term recommendation strategies involve a set of activities that influ-
ence a future end result.

• Question. µ0: Which methods have been used for recommending long-term strategies
within the context of research analytics?

• Effect. Identification of methodologies of recommendation strategies and matching
with techniques specific to the area of data science.

• Outcome measure. The number of methodologies identified.
• Population. Publications related to long-term strategy recommendations, process

mining, and research analytics.
• Application. Institutions that use data to calculate scientometric indicators for creating

action plans and developing strategies for scientific production.

3.2. Sources Selection

• Source selection criteria definition. Publications currently available on the websites;
presence of search engines using keywords; media and articles suggested by the ex-
perts.

• Studies language(s). English.
• Source identification. Source search methods: research through the web. Search string:

different combinations of the following keywords were used for article retrievals, such
as process mining, research analytics, long-term strategies, scientometrics, long-term
learning, model, scientific career, and data mining. Table 1 describes the combinations,
such as search strings.

• Source. Scopus.
• Sources selection after evaluation. The selected source meets the quality criteria.
• References checking. The source was approved by two researchers from the Instituto

Tecnológico y de Estudios Superiores de Monterrey, who approved the use of the source in
a consensual manner, according to the selection criteria.
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Table 1. Query strings.

Query Number Query String Results Included

1 TITLE-ABS-KEY (“process mining” research AND analytics) 37 29
2 “process mining” AND scientometrics 20 4
3 “long term strategies” AND scientometrics 12 4
4 “process mining” AND “long term learning” 1 0
5 TITLE-ABS-KEY (“scientometrics” AND “data mining”) 48 27
6 “long term strategies” AND “data science” AND research AND analytics 1 0
7 “long term strategies” AND “data science” 4 1
8 TITLE-ABS-KEY (“scientific career” AND “researchers” AND model) 18 2

Total 141 67

3.3. Studies Selection

• Studies definition. In the studies’ inclusion and exclusion criteria definition, we
describe four IC inclusion criteria and two EC exclusion criteria defined in Table 2.
In the procedures for study selection, as part of the procedure for selecting articles,
the main criteria involve revising the document title, the abstract, and skimming of
the article; in some cases, the complete reading of the article was required to achieve
greater refinement. Study types definition—any study related to the research topic
will be a candidate for selection.

• Selection execution. Initial studies’ selection: 114. Selection review: 67.

3.4. Information Extraction

• Information inclusion and exclusion criteria definition. The information obtained from
the studies should contain long-term techniques, methods, strategies, and use data
science tools, if possible. Table 3 describes the criteria for the inclusion of information.

• Data extraction forms. The templates are defined for the identification of information
for later use in the summary of results. They comprise author(s), title, year, abstract,
author keywords, document type, and source.

– Category: Association for Computing Machinery (ACM) taxonomy and ACM
second-level taxonomy classification.

– Subdomain: ACM third-level taxonomy classification.
– Strategy application: a mention about strategies (Y/N).
– Strategy purpose: how the strategy is applied, open.
– Short-term strategy mention (Y/N): there is a mention of strategies in the short-

term.
– Long-term strategy mention (Y/N): there is a mention of strategies in the long-

term.
– PM: the methodology uses process mining techniques (Y/N): the most suitable

process mining technique used in the experiments.

The eight basic queries in Table 1 can be concatenated into a single one, as shown in the
following. TITLE-ABS-KEY (“process mining” research AND analytics) or (“process min-
ing” AND scientometrics) OR (“long term strategies” , AND scientometrics) OR (“process
mining” AND “long term learning”) OR (TITLE-ABS-KEY (“scientometrics” AND “data
mining”)) OR (“long term strategies” AND “data science” AND research AND analytics)
OR (“long term strategies” AND “data science”) OR (TITLE-ABS-KEY (“scientific career”
AND “researchers” AND model))
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Table 2. Inclusion and exclusion criteria.

Criteria Description

CI1 Includes publications whose titles contain long-term strategies,
process mining, scientometrics, long term strategies, scientific career or recommendation.

CI2 Include publications that contain keywords that match
the selected keywords.

CI3 Includes publications where the abstract contains selected keywords
or whose theme indicates a visible relationship with the selected theme.

CI4 Includes publications that are available in full-text.

CE1 Excludes publications that do not meet the inclusion criteria
described above.

CE2 Excludes any duplicate publication.

Table 3. Criteria for the inclusion of information.

Criteria Description

IC1inf Gather information about long-term strategies
that have been used in any context.

IC2inf Collect information on the contexts behind the implementation
of long-term strategy recommendations.

IC3inf Identify the models, methods or standards used in the
implementation of long-term strategies.

IC4inf Exclude information that is not related to the previously
defined inclusion criteria.

4. Results
4.1. Study Selection

A total of 141 results were obtained from all queries (source: Scopus database, for all
cases). Table 1 shows the total results per query. Those combinations that obtained 0 or
no results were removed from the table. The inclusion and exclusion criteria described in
Table 2 were applied to the 141 results. The inclusion criteria (Figure 1) were defined in the
following order to determine whether a result should be included.

1. Identify if the result contains a title with any of the following words: process mining,
scientometrics, long-term strategies, scientific career, or recommendation.

2. Verify that the article contains some of the keywords used to formulate queries.
3. Verify that the abstract contains some of the keywords used to formulate queries.
4. Identify if the publication is available or accessible in an open manner or through any

of the Tecnologico de Monterrey’s subscriptions.
5. The decision according to the following cases.

(a) If at least one of the four criteria is met, the article is automatically included.
(b) If none of the criteria are met, the item is discarded.

A total of 67 documents were obtained by applying these criteria. These documents
were checked for the inclusion criteria defined in Table 3.

4.2. Study Characteristics

As a first step, each article was classified on the basis of the 2012 ACM Computing
Classification System [32] taxonomy. We performed the following for the selection of a
category within the taxonomy.

1. Search by keywords if there is a particular category to associate an article with.
2. Search the title for keywords to associate.
3. Search for the abstract keywords to associate.
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Figure 1. Flow diagram for inclusion criteria.

In some cases, taxonomy involved up to four levels of specificity; thus, the levels were
defined as follows:

• level 1: category
• level 2: domain
• level 3: subdomain

Although there are more than four taxonomy levels, no more than three levels were
necessary for this exercise. Those elements classified within one of the first three levels were
labeled as not applicable in the subsequent levels. Table 4 shows the results for three levels
(level 1: category (bold); level 2: domain (underline); and level 3: subdomain (italics)).

Naming the main topics is one of the main differences when classifying by ACM
taxonomy. The results can be seen from the perspective described in Figure 2, depending
on the keywords chosen. In the image, the main results correspond to three particular
topics (scientometrics, data mining, and long-term strategies), implying that the study
focuses on the relationship between these issues and that process mining is a key part of
data mining. These results can be seen in Table 1, which shows the keyword combinations
that obtained the greatest number of results. Figure 3 shows a bar chart of the proposed
taxonomy. In it, we can see on the x-axis each of the main categories by level. Each category
includes certain domains represented by each bar’s colors according to the number of items
present from each domain in that category. From here, we can see that the main category is
related to Information systems, from which most of the papers are related to Data mining,
followed by Search engine architectures and scalability and Retrieval tasks and goals.
After this, Applied computing is the second most representative category, and Social and
professional topics are perceived as the least representative category.
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Table 4. Taxonomy.

Taxonomy Description by Level Elements

Applied computing 16
Enterprise computing 8
Business process management 7
Enterprise architectures 1

Life and medical sciences 6
Health care information systems 6

Operations research 3
Forecasting 2
Industry and manufacturing 1

Computing methodologies 7
Artificial intelligence 2
Natural language processing 2
Machine learning 1
Learning paradigms 1
Modeling and simulation 4
Model development and analysis 3
Simulation evaluation 1

General and reference 1
Cross-computing tools and techniques 1
Evaluation 1

Human-centered computing 3
Visualization 3
Visualization application domains 3

Information systems 36
Data management systems 1
Database design and models 1
Information retrieval 9
Retrieval tasks and goals 3
Search engine architectures and scalability 6
Information systems applications 26
Data mining 23
Decision support systems 3

Mathematics of computing 1
Probability and statistics 1
Statistical paradigms 1

Social and professional topics 1
Professional topics 1
Computing education 1

Software and its engineering 2
Software creation and management 1
Software verification and validation 1
Software organization and properties 1
Software system structures 1
Grand Total 67
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Research &
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Data science
60

41

2

Figure 2. Main topics by keywords.

In the trend analysis of the studies, we considered the year. The systematic review
conducted in the SCOPUS database yielded results ranging from the year [2002, 2018].
Figure 4 shows the development and publication of all the content related to the topic,
including those articles that we eliminated after applying the inclusion and exclusion
criteria. We found the first publication in 2002, having a first peak during 2004 with twice
as many publications as in the first year (2). We did not obtain any results for years in
2003 and 2006. The second peak occurred in 2007 with only five publications, doubling
the number of publications compared to the previous peak. The third peak appears in
2009 after a decrease during 2008 to initial values (2); however, it starts to maintain what
seems to be a sustained interest with an average of 5.4 publications between [2009, 2013].
In 2014 the first substantial increase was presented by going from 7 publications during
2013 to 13. This growth remains the following years; 2015 with 15 publications, 2016 with
17, 2017 and 2019 the years with the highest 39 and 18 publications. The range covers 16
years, from 2002 to 2018. The decline in 2018 may have been due to the query retrieval
date, as the upward trend was evident. However, adding the most recent years [2019,
2021] could cause the trend to continue in an increasing function. This trend may suggest
arisen interest in the research topic over time, as the difference concerning the first ten
years 2002-2012 was still very minimal, from 2013 the number of publications had a drastic
increase, with 2016 being the turning point where the number of publications doubled to
the previous year. Figure 5 presents the articles included from two perspectives: document
type and category. From this perspective, we can see that the Conference paper type of the
Information systems type is the most common, followed by the Article type, which implies
a journal publication and belongs to the same category. The article in press is present in
two categories Human-centered computing and information systems; however, it is the
least representative document type. Figure 6 shows a tree chart with the publications per
year where we can see which papers were published each year.

Queries 1 and 2 in Table 1 give 37 results, in which 29 were included. From these
results, none included or described the application of any strategy (either long- or short-
term strategy). Due to the nature of the query, 23 of the 29 articles reviewed for this
query involved some form of process mining technique, and one presented an event
log aggregation technique. Table 5 shows the result of the techniques described in the
articles. Discovery (15 articles) is the most common technique presented in the literature
sample, followed by conformance checking (7 articles), which in most cases is described in
conjunction with discovery.
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Table 5. Results for query 1.

Process Mining Technique Papers

Conformance 1
Discovery 15
Discovery, Conformance checking 7
Event log aggregation 1
No 5

Total 29

Category

Applied
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Computing
methodologies

General and
reference

Human-centered
computing

Information
systems

Mathematics of
computing

Social and p
rofessional..

Software and its
engineering

0
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rs

Search engine architectures and scalability

Business process management

Retrieval tasks and goals
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Data mining

Forecasting
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Artificial intelligence

Document types

Enterprise computing

Information retrieval

Information systems applications

Life and medical sciences

Machine learning

Modeling and simulation

Operations research

Probability and statistics
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Software creation and management

Software organization and properties

Visualization

Figure 3. Taxonomy bar.
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1 21

Count of Title

Figure 5. Number of publications per category.

4.3. Prediction Techniques

The objective of this observation is to verify how predictive techniques are used in
conjunction with process mining. Dadashnia et al. [33] mentioned the possibility of pre-
dicting the next steps within an application using the conformance checking technique.
However, they did not show the detail of how that activity would be performed. According
to [15,34–37], a prediction is part of the background of the topic or literature. Flath and
Stein [38] described that predictive analysis is a tool that should be taken into account in
the manufacturing industry. They offered a set of tools and recommendations to facilitate
this kind of machine learning application. Guidelines and best practices for modeling and
interpreting features are also provided. However, the challenge remains an effective predic-
tion problem within the particular context of the case study. Diapouli et al. [39] presented a
case study with data mining algorithms for prediction tasks using a KNN algorithm.
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Figure 6. Tree chart with publications per year.

4.4. Recommendation

The following studies make some reference to recommendation tasks. Sedrakyan
et al. [40] referred to the concept within the related study. Similarly, Neyem et al. [41]
mentioned a future study to make recommendations using machine learning tools. Another
study by Sedrakyan et al. [42] included empirical recommendations resulting from the
experiments carried out. The recommendations were rather general from a mentoring
perspective and recommendations for recording the student’s data logs. Flath and Stein [38]
mentioned only the association rules as part of the recommendation techniques within
the unsupervised learning category. Son and Bum [43] propose collaborative and similar
filtering methods for the recommendation of scientific papers. Their results are compared
with those presented by tools such as Page Rank, which are superior in most cases.

4.5. Business Process

Sutrisnowati et al. [44] presented a web-based framework that implements process
mining and distributed computing algorithms to deal with the information explosion in a
business process analytics context. Syamsiyah et al. [45] introduced a new methodology to
apply process comparison. Their methodology was successfully applied in a case study
where a form dealing with a process was analyzed and actionable data were obtained by
comparing different variants of the process using event data.
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Caron et al. [46] provided a classification framework for events based on business
criteria rather than technical aspects. The objective of this framework was to raise awareness
about the different types of events that may exist in a business context. It removed the
assumption that only events retrieved from event logs can be taken into account.

The framework provided a way to name schemes, resulting in more effective commu-
nication and better targeting of different business process analytics research areas. Caron
et al. [47] presented an article that can serve as a reference for applying process mining to
an industrial database. Wang et al. [48] described a framework that uses process mining,
specifically discovery and conformance checking activities, to offer an auditing tool in
supply chains to improve the administration of the process involved. The following study
was retrieved about the context of the application. Bachhofner et al. [49] presented a multi-
parametric visualization approach to address the lack of visualization principles applied to
business process analytics. These principles were used to create, evaluate, and improve
the approach in designing a process. They made a graphical representation of a process;
however, they did not intend to emphasize process mining but rather described the area as
a possible tool to use.

4.6. Domain Modeling

We retrieved two studies concerning domain modeling. The studies have the same
main author. Sedrakyan et al. [42] presented an analysis of behavior modeling using an
experimental logging function of the Jmermaid tool in conjunction with process mining
techniques. The results included modeling patterns that were an indicator for better or
worse learning performance. Guidelines for conceptual modeling focused on process-
focused feedback were improved, and recommendations were provided for the type of
data that may be useful in observing modeling behavior from the perspective of learning
outcomes. Ideas were also provided for research analytics in the domain of conceptual
modeling. Their next study [40] presented an approach for analyzing a learner’s behavioral
data in domain modeling. Discoveries included a set of modeling and validation patterns
that can guide education for domain modeling courses. The study improved cognitive
aspects of novice problem-solving behavior in domain modeling, specifically process-
oriented feedback instead of traditional feedback.

4.7. Study of Behavior

There were five studies related to process mining in the study of behavior. Diapouli et
al. [39] discussed applying process mining techniques and automatic learning based on
online user behavior for predicting future behavior and biasing users by behavior. Once the
behavior has been analyzed, the final task involved offering efficient advertising content.
KNN and decision trees were used as prediction techniques. Padidem and Nalini [50]
proposed the application of a business process management methodology. As input,
there was an event log extracted from e-commerce sites. The objective was to classify
the users using the purchase behavior using records of clicks flows and sequences of
tasks. Four types of profiles and their real-time behavior were obtained using process
mining techniques. Rattanathavorn and Premchaiswadi [51] performed an analysis of
customer behavior within a call center. It was used as the main process mining technique,
discovery, through the fuzzy miner algorithm. The objective of the behavior analysis
involved knowing the dynamics of the process and the detection of characteristics that
could be improved in favor of improving the service within that same context. Bernard
and Andritsos [52] described customer journey mapping as an area of research related to
user behavior when consuming a service. It provided a web interface that uses hierarchical
clustering and statistical indices to enable interactive navigation through information
stored in event logs. Juhaňák et al. [35] analyzed the behavior of students who perform
activities based on quizzes using a learning management system (LMS). Kelly et al. [36]
demonstrated the usefulness of combining event- and variable-based approaches when
analyzing big data for higher education institutions. A dataset was used to demonstrate
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the methodology. Results were presented about the relationships between student behavior
in LMS and were explored using process modeling techniques.

4.8. Pattern Recognition

Papamitsiou and Economides [53] presented a process mining application for pattern
recognition for the educational research community. Schulte et al. [54] performed a study to
discover significant patterns in the study options a student will take, whose hypothesis was
student-centered—the more informed you are about the effort it will take you to master
a future subject, the better the study experience will be. They used process mining tools
applied to educational research.

4.9. Software Engineering

There were the following studies related to process mining and software engineering.
Neyem et al. [41] proposed a software tool to assist a course, providing support and
ensuring compliance with most academic and engineering needs. The data extracted from
this system were analyzed with process mining. The software was an integral solution for
project management. Van der Aalst [37] analyzed the software “in vivo” to study systems
in their natural habitat rather than through testing or software design. The objective was to
observe systems running, obtain and analyze data from them, generate descriptive models,
and use them to respond to failures. It focused on process mining as a tool for this activity,
specifically discovery techniques.

4.10. Process Mining and Healthcare

The following study was determined within the context of healthcare. In [34], the au-
thors discussed applying process mining in emergency rooms and improving procedures
within this context. Jaroenphol et al. [55] performed a visualization to stimulate the patient’s
behavior extracted from an analyzed treatment process using a fuzzy miner algorithm.
The results of the discovery process can be used as a tool to help researchers within the
medical context to develop and improve hospital staff collaboration efficiently. Kurniati
et al. [56] described the L*Lifecyle process and its application within the medical context.
The case study corresponded to cancer pathways and attempted to demonstrate how
process mining can be a useful tool using such a case study. Listmont et al. [57] presented
a guide for the application of process analytics in healthcare. The aim was to use this
guide for cases where you have processes related to healthcare and want to explore process
mining. Perimal-Lewis et al. [58] described a process mining technology to assess data
quality over time. Data were retrieved from an emergency department through electronic
health records. Kurniati et al. [59] described a literary review on the application of mining
processes to oncology cases.

4.11. Literature Review

The more extensive and complex of the two reviews corresponds to the paper pre-
sented by Houy et al. [60]. This article aims to contribute to the empirical research trends
on Business Process Management (BPM). A systematic development framework attempts
to identify the state of the art of the subject and its possible future development. To achieve
this, it performs an exhaustive study of empirical research trends in BPM by analyzing
formal contributions to science using scientometric methods. Through this study, the sub-
ject’s maturity is presented by systematically analyzing a bibliographic selection with a
well-defined and concise protocol, unlike the article presented by Breuker and Matzner [61],
whose content is more related to a literature review than an exhaustive survey of the litera-
ture’s methods. Moreover, this second article, rather than analyzing in-depth the available
empirical research contributions and trends, aims to find a relationship between two topics
addressed in the literature, on the one hand, Process Mining, as an area located within the
general topic of BPM, and on the other hand the topic of organizational routines. From this
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perspective, its purpose is to identify those works that could have some involvement in
citation format between both topics.

One of the main differences is related to the data source. In contrast, in the first article,
two bibliographic data sources are used—Science Citation Index (Thomson Scientific)
and Business Source Premier (Ebsco). They use journal papers exclusively because the
inclusion of conference proceedings could have reduced the representativeness of the
literature review according to the year 2008 in which the Science Citation Index began to
publish documents of this type, the second article uses Google Scholar and Scopus, without
distinguishing between the two types of product. Finally, they reach different conclusions
from the same common area—BPM. While the first article concludes with the assertion of
the growing number of articles published on the subject, it underlines the increased interest
in the field and the industry. The second article concludes with identifying a collaboration
gap between Process Mining and organizational routines and suggests the possibility of
adopting the methods and techniques of each area to each other, the result of which could
generate innovative research with high potential.

4.12. Linked Data

There were two studies reviewed that were related to process mining and semantics.
Deokar and Tao [62] proposed a framework for event log preprocessing focusing on event
log aggregation. Phrase-based semantic similarity between normalized event names was
used to add hierarchical event logs. Okoye et al. [63] described a semantic approach applied
to process mining to enrich the event log streams of a learning process using semantic
descriptions that reference concepts in an ontology specifically designed to represent the
learning process. The approach involved the extraction of historical data from the process
of learning execution environments. It demonstrated how data from a learning process
could be semantically annotated and transformed into mine-capable event logs to predict
individual patterns.

Hu et al. [64] presented a web portal based on linked data to apply scientometric
methods. The web portal was based on a dataset called learning analytics and knowledge,
which was already semantically annotated, so its structure was defined in a machine-
readable way. Meanwhile, Dietze et al. [65] described a database of articles retrieved from
query 5 related to learning analytics and educational data mining. The dataset has the
particularity that was also annotated with semantic tags so that information was provided
to facilitate the linking of data extracted from the metadata of the publications contained
within the dataset. The objective was to offer a collection of publications mapped to an
ontological vocabulary specifically for the learning analytics area.

4.13. Scientific Collaboration

Studies were selected for the topic of scientific collaboration. For example, Sidone et
al. [66] provided information on collaborative networks and the impact that geographical
location has on their constitution. Schifanella et al. [67] discussed the purpose of demon-
strating the functionality of a web-based application that allows analyzing the degree of
scientific collaboration between authors. With this tool, it is possible to identify the degree
of importance that one author has had on another throughout his career and how much
they have been mutually involved.

The study of Zitt and Bassecoulard [68] has as its main objective the description of
the challenges facing the area of scientometrics, from the perspective of data “demining,”
knowledge-flow measurements, and diversity issues. For their part, Börner et al. offered a
similar discussion about the challenges of studying science in a context that encompasses
data mining, linguistics, and scientometrics. Another study that talks about future chal-
lenges within a scientific topic are found in Jin and Li [69], where they showed information
related to the topic of multimedia big data to pave the way for the discovery of possible
lines of research and gaps in the literature. Liu et al. [70] carried out a monitoring of the ob-
jectives of the global resources in science and technology, managing to identify the scientific
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and technological frontiers through a systematic analysis of these resources. As a result, a
set of solutions was defined, and techniques and methods were defined to be explored in
more detail in the future. Li et al. [71] investigated the longitudinal tracing characteristics
between scientists from different disciplines (physics, mathematics, biomedical sciences,
and economics) to identify the differences between them concerning this characteristic. de
Stefano et al. [72] presented a software tool that analyzes articles for the transportation
engineering area.

4.14. Data Mining and Machine Learning

A significant part of the studies focused on using data mining techniques within a
scientometric or similar context. For example, Xiangfeng [73] identified trends in research
topics using clustering techniques; such trends were recognized through structural changes
and various events observed within the dynamic behavior of clusters. Janssens et al. [74]
also applied the clustering technique, but from a “hybrid” approach that integrated full
text with citations and mapping of the field of information science. The hybrid method
was compared against a traditional clustering and linear combination method to verify if
the technique represented a better representation. Narbaev [75] described an exploratory
article on the current state of research in project management in Kazakhstan; however, they
used word analysis techniques and scientometric methods for the quantitative analysis
of academic publications and cluster analysis of the most frequent publications related
to project management. Morris et al. [76] presented software that performs bibliometric
analysis whose results were presented by clusters in a two-dimensional visualization to
explore the relationships between these clusters and the elements that compose them to
support forecasting activities. Silalahi et al. [77] proposed a framework that allows text
mining operations for scientometric studies using different classifiers such as Naive Bayes,
k-NN, and SVM. Leydesdorff et al. [78] discussed how the innovation process followed
nonlinear patterns in diverse science and technology. They described a multiperspective
approach to reconstructing the stages of innovation applied to the RNA interference topic.

Cortés et al. [79] showed a web application of entropy algorithms aimed at text mining
as part of the citation mining technique. Vivian et al. [80] used data mining techniques to
propose a complement to the “Rep-Index” index, whose adaptations report better ratings
compared with the original version. Ye and Feng [81] analyzed an algorithm to build
a future-oriented technology and analyzed thesaurus of technology roadmap based on
combining text mining and scientometrics with natural language. As a result of applying
this algorithm, information was obtained about the development and characteristics of the
technical fields to describe a technology analysis roadmap.

Cosentino et al. [82] described a conceptual scheme that provides a holistic view of in-
formation related to conferences to facilitating the study of manual retrieval of information
from different resources. The scheme is capable of being used as a database for making
queries and obtaining metrics. Guo [83] talked about a computer-aided bibliometric system
to automatically generate a core article ranked list using scientometric indicators within dif-
ferent topics, such as mining and data and expert systems. Pride and Knoth [84] described
a method of classification of scientific documents using the citations of a document through
similarity metrics where one of the main results highlighted how the number of references
in a document was a good indicator of prediction of the influence that the document will
have.

4.15. Scientometrics and Trends

There were studies that mentioned trends and their combination with scientometrics.
Yamashita et al. [85] proposed methods that allowed analysis of the scientific career and
translated it into current research trends. Frehe et al. [86] presented an application to
visualize trends in scientific topics. The aim was to offer a web tool that allows to search
for contributions to a topic whose information was retrieved from different media, such as
literature, news, or tweets. They also presented an analysis of the relationship between data
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mining and scientometrics. Meanwhile, Jakawat et al. [87] described the current research
trend but specifically for the topic of online analytical processing information networks.
They presented a framework that builds several networks on the same topic, where each
network constitutes a different perspective on how the topic was perceived or approached.
Once the networks have been built, it was intended to store them in a data warehouse
to apply tools for data mining, analysis, and visualization. Kim et al. [88] introduced the
NEST model (new and emerging signals of trends) that collects information from experts
around the world and detects weak trends but which allow new lines of research to be
discovered through the foresight of future technology that supports decision-making about
the implementation of R & D strategies. Pirayani et al. [89] described the details of a
scientometric analysis of research on the subject of opinion mining and sentiment analysis.

4.16. Short and Long-Term Strategies

For example, Bjerregaard [90] discussed the importance of creating industry—university
collaboration links. The main objective was to analyze collaboration strategies for optimiz-
ing the research and development (R and D) process. They also mentioned how short- and
long-term strategies can help provide information about the collaborative relationship dy-
namics between institutions. However, the study was based on a qualitative study, which
did not use data science techniques, nor did it offer a model of learning, recommendation,
or prediction.

Fiegenbaum et al. [91] mentioned the innovation strategies defined in four profiles
whose main characteristic was the variation of where it comes from and how knowledge
was exploited. The profiles were defined in terms of open innovation (OI), closed innova-
tion, outbound OI, and inbound OI. They made a model based on a simulation through a
system based on agents. The objective of the simulation was to observe the competitive
performance of each profile. The result of the observation provided the main one: the
payoff obtained by certain profiles was not static but varied over time, that is, some of the
strategies were more profitable in a short time than the others. Hence, the results involved
finding out which strategy will be beneficial in the long-term and will be more profitable
in the short-term. The results were not explicitly used as a prediction or recommendation
mechanism, and using data science-related techniques was not described.

Although the study of Ramos et al. [92] mentioned the researcher’s career, it rather
described the differences between the scientific careers of men and women and how certain
conditions, such as family members, affected their trajectories. The main result was the
evidence of the linear and nonlinear difference of the trajectories for each gender; that is,
while men have linear scientific careers, the pattern followed by women is far from it.

Yoon and Jeong [93] described the lack of long-term strategies for R & D collaboration
between countries. They presented maps of cooperation between countries but considering
that they were directly related to South Korea. The maps were obtained by analyzing
international cooperation factors to create international strategies for groups of nations.
They proposed establishing a customized strategy for each group of nations or countries
determined by the collaborative map based on those factors that impact technology and
the market.

Parsons et al. [94] presented strategies based on observation to facilitate socio-technical
evolution in the entire data ecosystem. They presented a challenge in analyzing the diver-
sity of interdisciplinary data, notably research data, its correlation and impact. It described
the vision of data collections with the following characteristics: usability, simplicity, secu-
rity, openness, and integrated connection to a framework that suggests a short- or long-term
strategy of the data science ecosystem. It also described each of the characteristics that they
considered the data should have as principles, challenges, and needs and compatibility of
each characteristic. According to the observations presented, short-term strategies were
suggested, which were related to the data systems and the entities that revolve around
this topic. Similarly, long-term strategies were presented, which were in no way strategies
extracted through data science techniques, but rather the observation result. For example,
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they mentioned that data scientists need to continue with the professionalization of their
discipline as a long-term recommendation.

The study of Bu et al. [95] is related to scientific collaboration by exploring diversity
in this topic by analyzing the scientific career in computational sciences through two
indicators: the diversity of the research topic and its impact (h-index). The study yielded
a set of strategies resulting from the analysis of a database of scientific publications from
ACM, including citation relationships. The exercise focused on exploring the impact of
researchers and the diversity of topics of their collaborators, the relationship between
the two concepts, and the identification of patterns of scientific collaboration after PhD
graduation. As results were observed patterns that can inspire strategies, where among the
discoveries was identified how, for example, the authors with more collaborators have a
higher level of sociability that can help them succeed or, for example, it is suggested that
high-impact authors tend to pursue collaborations on diverse topics.

Another related study is presented in [96]. They described the success of a researcher
based on selecting the research area and research topic and in terms of change in research
topics throughout a professional career. They analyzed the publication strategies of suc-
cessful researchers and identified the features that define them. They also presented a
methodology for the research and monitoring of the scientific career by exploring scientific
communities based on characteristics, such as the type of conference a researcher can
attend. To achieve the clustering, they defined the diversity of an author to group those
authors with the same diversity characteristics. Two types of entropy are described for
the definition of diversity: (i) flat entropy (it does not capture the order of information).
Although such an order is required to characterize the change in the research fields adopted
by an author in different periods, a zero flat entropy would indicate that an author did
not change the field. The higher the value, the greater the diversity of research topics. (ii)
Window entropy: This measurement takes a window of dimension k. For this window,
the flat entropy was calculated, and the mean of all entropy was also calculated. With
these two kinds of entropy, the diversity of the authors was analyzed. According to the
data, a confusion matrix was constructed, indicating the correlation between both types
of entropy. The matrix corresponds to the low and high values for each type of entropy.
Each cell in the matrix corresponds to a career profile. A low window entropy and high
plain entropy describes authors who do not study simultaneously in multiple fields but
one after another in a time slice. They proposed investigating the preferred strategy that a
new author should adopt to increase relevance in the scientific community. To validate the
approach, they implemented a stochastic model to reproduce an author’s field selection
and then evaluate the model’s predictions against actual results. The best strategy detected
was to study in multiple fields of research in the entire career, but to remain confined in a
few fields in each time window with the advantage of having more relevance and getting a
greater number of cites; however, this was the least common strategy. The worst strategy
was represented by the profile (high plain entropy + high window entropy), indicating that
it is working in many research fields simultaneously within each time window, making
it one of the most popular strategies, but not the best. The approach presented in this
study described the following application proposals—labeling of publications, analyzing
professional growth by observing the adaptation process, designing the best selection
pattern for career development, and developing collaborative forecasting systems that can
recommend a particular partner to collaboration.

5. Discussion
5.1. Summary of Evidence

We have described the recommendation techniques regarding data mining in the
literature. Within the sample, studies were found that referred to this concept based on
using machine learning algorithms. However, the detected recommendations are usually
empirical and more general. The recommendations are based on the data analyzed in
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the articles but are rather the result of a hybrid approach (i.e., observation of data and
suggestions for recommendations).

Based on the results analyzed, no approaches using process mining techniques as
learning tools for long-term strategies have been observed. Most of the studies involved
applying process mining techniques where the most common is represented by discovery.
However, in the literature, there are cases of prediction techniques using mining processes
through techniques, such as conformance checking, which opens the possibility to the
application of an objective function that can be predicted for the next event. This opens up
the possibilities of studying the effect of executing one action on another or that an event
occurs on another and its influence on a measurable result.

Although the found prediction techniques emphasize machine learning algorithms,
such as decision trees and KNN, mainly for behavior prediction, it is possible to use process
mining algorithms with a similar objective. This type of approach is designed to analyze
and model behavioral patterns based on them, offering content.

Using process mining in varied contexts has been detected in the sample. The applica-
tion of process mining covers topics from healthcare to software engineering. However, no
study is detected that is explicitly related to research analytics; the closest concept is related
to educational research. Although studies related to scientific collaboration are found,
their most explicit relationship can be found directly with data mining, such as identifying
trends in research topics, clustering techniques for citation information, and quantitative
analyses of scientific output.

Although there are studies that mention long- and short-term strategies, they are
mostly strategies that were analyzed on the basis of qualitative studies, not using data
mining or process mining techniques to obtain them, but rather are part of an empirical
evaluation of the results obtained. This implies that although the strategies are part of a
data exploration methodology, the results are not explicitly obtained by creating automatic
recommendation mechanisms (i.e., the strategies are inspired by identifying observed
patterns). However, a related case was found where an entropy technique is used to define
production patterns and, based on them, create a set of user profiles to define strategies
that lead to improving the researcher’s career. Although it corresponds to one of the
most related studies or those expected to be found to a greater extent, it does not use
process mining techniques. However, it stands out for its use to develop forecasting system
techniques that can help make collaborative recommendations.

5.2. Limitations

There are limitations in this study. As previously described, the systematic review
is based on the methodologies described in [20,31]. Some of the limitations detected
are described below. First, the sample was obtained from a single bibliometric database
(Scopus). Although the articles come from multiple publishers, the document retrieval
queries were only consulted in that source. Although only libraries accessible through
the university network were used (e.g., Science Direct, Springer Link, and IEEE Xplore),
those studies that were not accessible through the university network were requested
directly from the authors. Second, to create the data retrieval queries, we defined a set of
keywords, with which a combination was made to bring the greatest number of results
using these words. However, only those queries that returned results were presented in
this study. All those queries that returned 0 or no results were omitted; currently, there are
48 queries made using the keywords. Third, the review and selection of articles were broad
to group a larger number of articles directly related to the keywords used. Four, another
limitation related to SCOPUS is the prevalence of the English language and the elimination
of papers in the researchers’ local language. Petrushka et al. [97] refer to this issue, where
they mention that English content occupies a dominant position in the scientific literature,
displacing content in other languages.
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6. Conclusions

The objectives of this systematic review are (i) to identify whether methods existed for
recommending long-term strategies using data science techniques, where one of the main
techniques had to be directly related to process mining, and (ii) to identify whether there
were items that used process mining within the context of research analytics. The search
space that integrates a bibliometric database (Scopus) resulted in 67 selected articles, whose
articles were very varied, to identify the previously established. Based on the articles
reviewed, only a small sample of them mention recommendation strategies in the short
and long terms; however, they do not use process mining techniques and are based on the
observation of results. Only one of them is based on the application of data mining within
its methodology, so it is possible to create production profiles that can be used as strategies
in the short and long terms. Our future study is heading in the following directions. This
leaves open research opportunities from different perspectives: applying methodologies
involving process mining for the context of research analytics and the feasibility study
on long-term strategies using process mining techniques. Results suggest having open
research opportunities from different perspectives: applying methodologies involving
process mining for the context of research analytics and the feasibility study on long-term
strategies using process mining techniques and including results of articles published up
to 2021.
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