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Abstract: This work presents a method for hyperspectral image unmixing based on non-negative
tensor factorization. While traditional approaches may process spectral information without regard
for spatial structures in the dataset, tensor factorization preserves the spectral-spatial relationship
which we intend to exploit. We used a rank-(L, L, 1) decomposition, which approximates the original
tensor as a sum of R components. Each component is a tensor resulting from the multiplication of a
low-rank spatial representation and a spectral vector. Our approach uses spatial factors to identify
high abundance areas where pure pixels (endmembers) may lie. Unmixing is done by applying Fully
Constrained Least Squares such that abundance maps are produced for each inferred endmember.
The results of this method are compared against other approaches based on non-negative matrix
and tensor factorization. We observed a significant reduction of spectral angle distance for extracted
endmembers and equal or better RMSE for abundance maps as compared with existing benchmarks.

Keywords: spatial low-rank tensor decomposition; remote sensing; hyperspectral image unmixing

1. Introduction

One pervasive problem in remote sensing is the identification of materials based on
their spectral signature [1]. When a pixel is recorded by the sensor, it can gather reflected
radiation from more than one material or substance. This happens because there may
be an insufficient spatial resolution for the sensor to capture individual materials or the
substances in question are mixed uniformly. In either case, we can infer that mixed pixels
have spectra that are some combination of the individual substances. The underlying
assumption is that for a given scene with thousands of pixels, there are a few material
types such as water, vegetation, soil, concrete, different types of sediments, and minerals
that have constant spectral properties. If we can make a successful separation of mixed
materials, then abundance estimation can provide valuable information to researchers such
as changes in land cover, biodiversity, environmental hazards, and others.

In this work, our goal is to use the spatial factors from a tensor factorization to improve
the identification of pure materials and their abundance, as opposed to other factorization
methods that use regularization to promote sparsity.

2. Background

Hyperspectral images (HSI) are three-dimensional data cubes with two spatial dimen-
sions and one spectral dimension with hundreds of bands. To apply traditional signal
processing algorithms, multidimensional arrays are unfolded; usually along the spectral
dimension. In the resulting data set, every pixel is considered an independent sample
of the material. This treatment ignores spatial relationships amongst neighboring pixels
that could be exploited. Previous work using tensor factorizations for classification or
feature extraction is discussed in [2]. Tensor decompositions have also been used for blind
signal unmixing as demonstrated in [3]. More recently, new methods for HSI unmixing
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using low-rank tensor decompositions and non-negative tensor factorizations have been
proposed in [4–6].

2.1. Hyperspectral Unmixing

Hyperspectral unmixing (HU) refers to the process of separating the spectral com-
ponents of a hyperspectral image (HSI) as a matrix factorization where source signals,
namely endmembers, are summed in proportion to their abundance plus a noise term to
approximate the mixed pixels. This is referred to as the linear mixing model (LMM) [7]
expressed as:

Y = SA + W (1)

where Y ∈ RM×N, S ∈ RM×R, and A ∈ RR×N. Y represents the HSI with M spectral bands
and N pixels. The columns of S represent the “pure” materials, namely endmembers. The
matrix A is the fractional abundance matrix indicating the proportion in which endmem-
bers contribute to every pixel. The term W ∈ RM×N accounts for noise. The LMM has two
important constraints: all elements of Y, S, and A are non-negative (ANC), and abundances
sum-to-one (ASC). Solving for S and A cannot be done analytically but can be approxi-
mated by numerical methods. Furthermore, identifying the number of endmembers, R,
is a problem in itself. However, there are algorithms to estimate R such as HySime [8].
HySime estimates the signal and noise correlation matrices and then selects the subset of
eigenvalues that best represent the signal subspace in the least-squares sense.

2.2. Non Negative Matrix Factorizations

Matrix factorizations such as Principal Component Analysis and Singular Value
Decomposition produce orthogonal components helpful in dimensionality reduction but
do not satisfy the ANC and ASC imposed by the LMM. In addition, the orthogonal
components they produce do not easily translate to physical phenomena. Non-negative
matrix factorizations (NMF) can be used to separate signals into their constituent parts [9].
The non-negativity constraint also makes the decomposition easy to interpret as they relate
to parts of the original data. Several algorithms exist to compute non-negative factors. Some
of the most common ones are Alternating Least Squares (ALS/HALS) and Multiplicative
Update (MU) [10]. These methods approximate a solution for S and A by minimizing the
cost function:

C(S, A) = ‖Y− SA‖2
F (2)

subject to S ≥ 0, and A ≥ 0; where ‖·‖2
F denotes the Frobenius norm squared. Both

algorithms are initialized with random inputs and iteratively update S and A until the
solution converges. Improvements have been made by adding regularization terms to
the cost function that promotes sparsity of the abundance matrix under the assumption
that pixels are a mixture of few endmembers. The cost function with regularization takes
the form:

C(S, A) = ‖Y− SA‖F + λ‖A‖p (3)

where ‖·‖p denotes the lp-norm of the abundance matrix, as shown on Equation (4).

‖A‖p =
(

∑R,N
r, n=1|ar(n)|p

)1/p
(4)

Commonly used norms are the l1-norm, also known as the Manhattan Distance; and
the l2-norm, which is the same as the Euclidean Distance. The use of other norms with p in
the range (0,1) is discussed in [11], where the authors show that the l1/2-norm produces
improved results as compared to other unmixing algorithms.

2.3. Tensor Notation and Definitions

Using notation from Kolda in [12], we will use letters with bold script font to denote
tensors, bold non-script font denote matrices, and bold lowercase indicates vectors.
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Let Y ∈ RI1×I2×...×IN be a tensor, where N is the number of dimensions (or modes)
and In is the size on the nth dimension. The number of dimensions is also referred to as
the order of the tensor. An HSI cube is a third-order tensor with two spatial dimensions of
size (I, J) and one spectral dimension of size K, such that Y ∈ RI×J×K. An element of Y is
referenced as yijk.

Definition 1. A n-mode fiber is a column vector whose elements are obtained by fixing all tensor
indices but the nth one. For a third-order tensor, Y ∈ RI×J×K, a fiber is referenced as y:jk, yi:k, and
yij:, where the colon indicates all elements along that dimension.

Definition 2. A slab or slice is a matrix obtained by fixing all but two indices of a tensor. For a
third-order tensor with indices (i, j, k), slabs are denoted as matrices, Yi::, Y:j:, and Y::k.

Definition 3. The n-mode matrization or unfolding of a tensor Y ∈ RI1×I2×...×IN , is the process of
reordering the tensor elements into a matrix Y(n), whose columns are the mode-n fibers of Y; such
that Y(n) ∈ RIn×I1 I2···In−1 In+1···IN−1 IN .

Definition 4. The n-mode product is the dot-product of the n-mode fibers of a tensor X by the
columns of a matrix A where X ∈ RI1×I2···×In ···×IN−1×IN and A ∈ RJ×In . The operation yields
a new tensor Y ∈ RI1×I2···×J···×IN−1×IN . The n-mode product is expressed as Y = X ×n A and it
is equivalent to the matrix multiplication of A by the n-mode matrization of X, X(n) as shown on
Equation (5):

Y = X ×n A ⇔ Y(n) = AX(n) (5)

2.4. Tensor Factorizations

The Tucker decomposition [13] is an N-dimensional analog to singular value decom-
position (SDV) where a tensor, Y ∈ RI1×I2×...×IN is decomposed, as shown on Equation (6).

Y = G ×1 F(1) ×2 F(2) · · · × N F(N) (6)

G ∈ RR1×R2×...×RN and factor matrices F(n) ∈ RIn×Rn Low-rank representation is achieved
by reducing the dimensions of the core tensor G such that Rn < In.

Canonical Polyadic decomposition (CPD) is a special case of the Tucker decomposition
where the core tensor G of t has all dimensions of the same size and it is also diagonal. CPD
represents a tensor as a sum of rank-1 terms. As opposed to Tucker decomposition, CPD
is free from rotational ambiguity under mild conditions [14]. The tensor rank is defined
in terms of the CPD as the minimum number of rank-1 components needed to exactly
reconstruct the original tensor. The CPD can be written as shown in Equation (7):

Y = ∑R
r=1

(
fr
(1) ◦ fr

(2) · · · fr
(N)
)

(7)

where ◦ indicates the outer product, and fr
(n) ∈ RIn is a factor for each dimension In. We

will call fr
(1) and fr

(2) the spatial factors while fr
(3) is the spectral factor. If we let

Er = fr
(1)fr

(1) ◦ fr
(2) (8)

and
Yr = Er ◦ fr

(3) (9)

then, it is evident that spatial information represented by the rank-1 matrix Er encodes the
magnitude of the rth spectral factor fr

(3), at a given location.
This structure would be analogous to the abundance if ANC and ASC constraints

are applied. However, while CPD provides an intuitive relationship between spatial
and spectral content for each component, the limitation on Er being of rank-1, makes it
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insufficient to capture complex shapes under a single component. Many components with
similar spectra would have to be clustered to produce shapes that capture the abundance
of materials in the form of an abundance map.

Figure 1 shows a CPD with eight components (R = 8). The original HSI has 198 bands
and four endmembers. Components Tree-1 and Tree-2 have very similar spectral signatures
but the optimization generates two components. Road-1, Road-2, and Road-3 show a
similar issue where the road is split into three components. Constraining the optimization
to R = 4 will produce the required number of components but there are not enough degrees
of freedom to represent spatial features accurately.
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Block Term Decomposition (BTD) is a generalization of CPD. It allows a tensor decom-
position to be written as a sum of low-rank terms different than rank-1 [15]. Rank-(L, L, 1)
in particular, is a 3-way decomposition specifying rank-L, with L > 1, for the first two
dimensions and rank-1 for the third. The rank-(L, L, 1) can be expressed as:

Y = ∑R
r=1F(1)

r:: F(2)T
r:: ◦ f(3)r: (10)

where F(1) ∈ RR×I1×L, F(2) ∈ RR×I2×L, and f(3) ∈ RR×I3 .
The motivation for using rank-(L, L, 1) decomposition stems from the characteristics

of an HSI. Endmembers on a scene are in the order of one to ten; while spatial dimension
sizes may be in the hundreds. This disparity can be addressed with rank-(L, L, 1) in such a
way that fewer components are required to achieve a good spatial approximation.

3. Materials and Methods
3.1. Hyperspectral Data Sets

We experimented with three data sets widely used in academic literature for hy-
perspectral unmixing and classification. These data sets also have associated reference
endmembers against which we will compare the capability of our approach. Here we
provide a short description of the image content according to Le Sun’s website [16] where
the data sets were downloaded from.

Samson is a simple image that contains water, trees, and soil. The Jasper Ridge image
contains water, soil, trees, and roads. The Urban image contains grass, roads, buildings, and
trees. There are three versions of ground truth for Urban containing 4, 5, and 6 endmembers.
In our experiments, we tested with 4 and 6 endmebers. Table 1 shows the dimensions of
hyperspectral input images.
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Table 1. Dimensions of each HSI and number of reference endmembers, R.

HSI Set I1, I2 I3 R

Samson 95, 95 156 3

J.Ridge 100, 100 198 4

Urban 307, 307 162 4, 6

3.2. Spatial Low-Rank Non-Negative Tensor Factorization Unmixing (SLR-NTF)

We propose using information from the spatial factors F(1) and F(2), as shown in
Equation (11), to extract endmembers which will later be used to generate abundance maps.

Er = F(1)
r F(2)T

r (11)

These factors multiplied the results in a spatial-low rank representation of the abun-
dance of one particular spectral component, hence, the name Spatial Low-Rank NTF
Unmixing (Supplementary Materials (SLR-NTF)). Having estimated endmembers, abun-
dance maps are computed using the fully constrained least-squares (FCLS) [17].

Parameter R is set as the number of expected endmembers. We can also write
Equation (7) in CPD form as a sum of LR components of rank-1. Hence, the resulting
tensor is rank-LR, as shown in Equation (12):

Y = ∑R
r ∑L

l

(
F(1)

r:l ◦ F(2)
r:l ◦ f(3):,r

)
(12)

BTD is guaranteed to be essentially unique for a tensor with tensor rank LR ≤min(I1, I2).
However, HSIs are not guaranteed to have a tensor rank less than the size of their spatial
dimensions. Since the rank is bounded by the total number of linearly independent
components, we chose L proportional to the minimum size of the spatial dimensions and
inversely proportional to R. Additionally, we weight L by the ratio of spatial to spectral size.
This weight, min(I1, I2)/(I3), adjusts L, increasing it when the spatial size is large relative
to the spectral size and or reducing it when the opposite is true. An increase of spatial
size relative to the spectral size would presumably increase the tensor rank assuming the
spectral rank remains the same and is significantly smaller than the HS dimension. The
calculation of L is shown in Equation (13):

L =

⌊
min(I1, I2)

2

R I3

⌋
(13)

The selection of an optimal value of L based on signal unmixing continues to be a
topic of research.

High magnitude regions on the spatial slab Er, indicate a strong abundance of end-
member r. Reconstructed pixels are selected from the regions where Er/max(Er) exceeds a
threshold γ = 0.95. and the average of the selected pixels at those locations becomes the
reconstructed endmember, as shown in Equation (14).

sr = ∑
Y′
(

argi,j

(
Er ,

max(Er)
> γ

)
, r
)

N
(14)

From the reconstructed endmembers, we compute the abundance of materials through
FCLS. This method solves the least-squares inverse problem while applying the non-
negativity constraint and the sum-to-one constraint imposed on the abundance map.
Figure 2 shows a block diagram of the whole process.
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3.3. Implementation on Tensorflow for GPU Execution

Tensorflow [18] uses an operation graph approach to perform multidimensional
array computations with the goal of removing control logic from the programming model
such that data can be streamed into vector processors with ease. The TensorFlow API
abstracts low-level operations and implements hardware-specific vector, matrix, and tensor
operations through runtime libraries optimized for the computing device. The code may
run vector operations on multicore CPUs and take advantage of advanced vector processing
instructions such as AVX and AVX2, using Intel’s Math Kernel Library, or OneAPI. GPUs
between 10 and 100 times more functional units, which also take advantage of Tensor Flow’s
framework. The same Tensorflow code can run on NVidia GPUs using the CUDA libraries
and runtime. Pseudo code is shown on the section below and a full implementation and
demo is available at: https://github.com/wilonavas/SLR-NTF.git.

Pseudocode for Spatial Low-Rank Tensor Factorization (SLR-NTF)

Inputs: = Source HSI Y, Number of endmembers R.
Outputs: = Inferred Endmembers S’ = [s1, s2,.., sR], Abundance maps A’ = [A1, A2, . . . AR]

1. Estimate L =

⌊
min(I1,I2)

2

R I3

⌋
2. Initialize F(1), F(2), f(3)

3. Define computation graph for: Y’ = ∑R
r=1 F(1)r:: F(2)Tr:: ◦ f(3)r:

4. Define cost function: cost(Y, Y’) = ||Y − Y′ ||
5.

(
F(1), F(2), f(3)

)
= Minimize(Cost(Y, Y’))

6. Compute Spatial Slices Er = F(1)r F(2)Tr

7. Extract endmembers sr = ∑
Y′
(

argi,j

(
Er ,

max(Er )
>γ
)

,r
)

N
8. Compute abundance A’ = FCLS(Y’, S)

3.4. Initialization

SGD can be sensitive to initial conditions but heuristic methods have been developed
to improve initialization and convergence. One of them is Glorot initialization [19]. It scales
values on a narrow range that is inversely proportional to the factor sizes. There are two
formulations. The first produces normally distributed random numbers with a standard
deviation of σ =

√
2/M + N where M and N are the input and output dimensions of a neu-

ral network layer. In our case, it is the dimensions of our factors. The second formulation is
a random uniform distribution with numbers in the range [−

√
6/
√

M + N,
√

6/
√

M + N].

3.5. Optimizer

The rank-(L, L, 1) decomposition was implemented as a non-linear least-squares opti-
mization problem solvable by the Stochastic Gradient Descent (SGD) family of methods.
We leveraged existing frameworks for training neural networks and applied similar tech-
niques for solving the rank-(L, L, 1) factorization problem. Numerical experiments by [20]
show the non-linear methods are less sensitive to initial conditions and in some cases more
robust than ALS. We used the Adam [21] optimizer included in Tensorflow. It required
specifying a model, cost function, and setting appropriate stopping criteria based on re-
construction error. Below are the core functions used to implement the decomposition.
Tensorflow primitives have the tf.* prefix. We removed the loops for iterating and stopping
logic for clarity.

https://github.com/wilonavas/SLR-NTF.git
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Optimizer Core functions

def model(self):

self.apply_anc(’relu’)
op1 = tf.matmul(self.A,self.B,transpose_b=True)
op2 = tf.tensordot(op1,self.C,[0,0])
return op2

def cost(self):

se = tf.math.squared_difference(self.Y,model())
mse = tf.reduce_mean(se)
return mse

def train(self, opt=tf.keras.optimizer.Adam):

with tf.GradientTape() as tape:
tape.watch(self.vars)
curr_cost = self.cost()

grads = tape.gradient(curr_cost,self.vars)
opt.apply_gradients(zip(grads,self.vars))
return curr_cost

The function model() defines the computation graph for the rank-(L, L, 1) decompo-
sition using TensorFlow operations. We apply a Rectifier Linear Unit (ReLU) function to
satisfy the abundance non-negative constraint. ReLU is simply set to zero any negative
value that results from the application of the gradients.

With the function train(), we are leveraging the programming model commonly
used for training neural networks to only perform tensor factorization. The GradientTape()
performs automatic differentiation (AD) [22] and the optimizer applies changes to variables.
In our case, the variables are the factors of the decomposition. The optimizer takes gradients
as inputs, to dynamically adjust learning rate, momentum, and decay. Learning rate is the
size of the steps by which weights are modified in the direction that most reduces the cost
function. Large learning rates cause the error to oscillate around minimum while small
learning rates require more iterations to reach a minimum.

Momentum in the context of SGD is analogous to having a ball with mass rolling down
the cost function. The intent is to prevent the optimizer from converging on a shallow local
minimum. If the optimizer reaches a minimum, it will tend to continue as long as it has
momentum. Decay, following the physics analogy, is akin to friction. It uses an exponential
function to reduce momentum in such a way that the descent reaches a “terminal speed”
while going down a steep slope. Momentum dissipates if the surface is flat. These two
considerations make Adam very effective in Deep Neural Network training and proved to
be much faster and stable than SGD for our application.

The tensor operation op1 is a node in the TensorFlow compute graph. It computes the
matrix multiplication of spatial factors F(1) and F(2) resulting in spatial slices Er. Then, op2
computes the sum of the outer products of spatial slices with spectral factors f(3). Note that
we use tensordot() to perform the outer product and contraction with a single call. However,
below the high-level TensorFlow API, tensor fibers are being copied to the GPU’s memory
where inner products are computed in parallel and sums of products are pipelined into
specialized functional units such as CUDA cores and Tensor cores. In the case where we
used the CPU, the operations are distributed amongst cores available and mapped to vector
instructions such as AVX and AVX2.

3.6. Complexity and Performance

In this section, we discuss aspects of the asymptotic behavior of the proposed solution.
We also present execution times for SLR-NTF algorithm running with an 8 core AMD Ryzen
3700 processor and compare it against an Nvidia RTX 3700GPU with 5888 CUDA cores.
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The time complexity for one iteration of the optimizer is bound by some constant
times the number of multiplications and additions done in Equation (10). If we let
N ≥max(I1, I2, I3), and knowing L < min(I1, I2) and R << I3, then the number of oper-
ations is asymptotically bound by O(N4). However, with R being much lower than the HSI
dimensions (I1, I2, I3), and L inversely proportional to R, it reduces to O(N3). We performed
experiments with fixed size spectral dimension and verified O(N2) asymptotic behavior.

We ran the rank-(L, L, 1) decomposition to completion, measured iterations per second,
and computed the time for a typical 10,000 iteration run. The 10,000 is an approximation of
the number of iterations based on observed times, as shown in Figure 3.
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To obtain experimental measurements, we generated a set of synthetic images with
spatial dimensions (N = I1, N = I2) taking values of 16, 32, 64, 128, 256, 384, 512, and 1024.
The spectral dimension was kept at I3 = 220. We gathered the following observations:

• Execution time on the CPU is faster than the GPU at sizes N < 32. It makes sense
that communication overhead hurts GPU performance for small datasets. While the
CPU has data in memory readily available for computation, the GPU has to send data
across the PCI bus and get results back.

• The CPU exhibits linear time behavior in the range 16 < N < 32, and transitions to
quadratic as N increases with a measured exponent of 1.96.

• GPU exhibits constant time behavior for N < 64. For N > 64, it slowly transitions to
quadratic with a measured exponent of 1.95.

• The ratio between the CPU and GPU is the performance advantage, seen as the gray
line on Figure 4. It increases and asymptotically approaches 10. In the range of N = 128
to N = 256, the GPU runs are from 5 to 8 times faster.

• The GPU implementation runs between 30 s and 2 min for images between N = 64
and N = 256. The CPU takes from 1 to 11 min for images in the same range.
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4. Results
4.1. Performance Metrics

The root mean square error (RMSE) is a commonly used metric to measure average
deviation of a predicted signal versus the actual data. It is the average magnitude of the
residuals. Since the residuals are squared, it has the effect of weighting large differences
more heavily than small ones. We will be using RMSE to measure the error of estimated
abundance maps against reference ones provided with the datasets or computer generated
in the case of synthetic images. The formulation for RMSE is shown in Equation (15):

RMSE
(
ar, a′r

)
=

√
1
N ∑N

n=1(ar(n)− a′r(n))
2 (15)

where ar is the reference abundance and a’r is the computed abundance for the rth end-
member.

The spectral angle distance (SAD) is one of many metrics that measures similarity. It
is related to the Pearson Correlation but operates on uncentered data. Geometrically it
measures how much one vector is in the same direction of another, making it insensitive to
changes in magnitude. Equation (16) shows the SAD computation:

SAD
(
s, s′

)
=

< s, s′ >
‖s‖‖s′‖ (16)

where <·,·> denotes the inner product, s is the reference endmember, and s’ the com-
puted one.

SGD is sensitive to initial conditions. Depending on the shape of the solution space,
it can converge to a local minimum resulting in a suboptimal solution. In addition, the
characteristics of the HSI along with the selection of the L parameter may not meet the
requirements for uniqueness. For that reason, 10 runs for each set of parameters and inputs
are executed. For each run, RSME and SAD are computed. Then, the mean and standard
deviation for each set is reported as the final performance number.

4.2. Performance on Synthetic Images

In order to understand the behavior of SLR-NTF with different values of L, we tested
synthetic images. The images were generated using the ”Hyperspectral Imagery Synthesis
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toolbox” [23]. The mean, standard deviation, and sum of mean and standard deviation
for each metric is plotted. We expect to see less variation as the rank of the estimate
approaches the rank of the original image, which should reflect as a minimum of the mean
plus standard deviation.

Two input HSI sets were created. The first set, labelled “sleg-0x”, has abundance maps
synthesized with Legendre low order polynomials. Figure 5 shows one HSI of the Legendre
set. These polynomials produce smooth shapes with slowly changing gradients. The
other set, labeled with prefix “sgau-0x”, creates abundance maps with random Gaussian
fields, which produce more irregular content and material transitions. Figure 6 shows
the first image of the Gaussian sets. All images are mixed spectral signature from the
USGS Library [24]. Four minerals were chosen: Axinite HS342.3B, Brucite HS247.3B,
Carnallite HS430.3B, and ChloriteHS179.3B. All images are 64 pixels wide by 64 tall and
have 220 bands with a mixture of four endmember.
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4.3. Legendre Synthetic HSI Results

The following series of plots are the results of SLR-NTF applied to the Legendre
synthetic image set. We show the SAD and RMSE for choices of L = (2,4,8,16,24,32,48,56,64).
For each value of L, five runs were made. The points on the plot correspond to the mean
and standard deviation of SAD and RMSE.

Figures 5–7 show the results for the sleg-01, sleg-02, and sleg-03 HSI. We can see that
sleg-01 and sleg-02 have a very low error and variability at L = 24 and L = 16, respectively.
Sleg01 and Sleg02 show SAD in the range of 0.05 and more importantly, a very low
standard deviation at that point. As L increases further, the variability of the runs increases,
indicating we have augmented the degrees of freedom beyond the rank of the original
HSI. Sleg03 has very small abundance of materials Axinite and Carnalite. In this case,
the decomposition fails to make a good approximation of the endmembers for those low
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abundance regions. Figure 5, sleg-03 (b) and (c), shows very small abundances for materials
Axinite and Carnalite, making them difficult to identify.
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4.4. Gaussian Fields Synthetic HSI Results

Results for the sgau set are shown on Figures 8–10. For the sgau image set, we
increased the number of trials to ten for each image and nine values of L were used. We
see sgau-01 and sgau-02 reaching minimum SAD at L = 32, and sgau-03 at 20. Once at
that point, variability is negligible with standard deviation an order of magnitude smaller
than the mean. At the high end of the L values, sgau02 remains with low error and
variability while sgau-01 and sgau-03 start increasing between 40 and 50. We can make a
few observations from these results.
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1. The sleg set, being generated by low order polynomials, is smooth and the results
confirm has a lower spatial rank than the sgau set.

2. Both sets see very low variability when the representation has its lowest SAD and
RMSE. We can infer that the solution is unique when the LR is close to the HSI
tensor rank.

3. In the “smooth” sleg images, using higher rank than necessary produces higher SAD
and variability.

4.5. Performance on Real HSI Datasets

The benchmark measurements for SAD and RMSE were obtained from Y. Zhu [25].
The parameter L was set according to Equation (13) and R is set equal to the number of
reference endmembers in the benchmark data set. We called our approach Spatial Low-
Rank Non-negative Tensor Factorization and label it SLR-NTF. We compared our results
for SLR-NTF against Vertex Component Analysis (VCA), NMF, NMF with l1-norm and
l1/2-norm regularization, and matrix-vector NTF (MV-NTF), which is the only tensor-based
approach included in the benchmark.

4.6. Samson Results

Samson results with the proposed method, SLR-NTF, are excellent. When comparing
against the best result from other methods, in this case NMF-l1, it is showing a 64% and
62% reduction in SAD and RMSE, respectively. As shown in Table 2, SAD with NMF-l1/2 is
0.1033 vs. 0.0363 with SLR-NTF. The same for RMSE with results of 0.1042 for NMF-l1/2
vs. 0.0244 for SLR-NTF. Figure 11 shows abundance maps and inferred endmembers
for Samson.

4.7. Jasper Ridge Results

For Jasper Ridge, we obtained a SAD of 0.1115 and RMSE od 0.0609. The second
best from the benchmark was NMF-L1/2 with RMSE of 0.1567 and RMSE of 0.1789. This
translates to a reduction on RMSE of about 60% and 29% reduction for SAD when compared
to NMF-L1/2. Table 3 shows the averages for SAD and RMSE for the different methods.
Figure 12 shows abundance maps and inferred endmembers for Jasper Ridge.

Table 2. Spectral Angle and RMSE Benchmarks for Samson.

Spectral Angle Distance (SAD) Root Mean Squared Error (RMSE)

VCA NMF NMF-L1 NMF-L1/2 SLR-NTF VCA NMF NMF-L1 NMF-L1/2 SLR-NTF

Soil 0.4239 0.2793 0.178 0.2074 0.0331 0.1504 0.1633 0.1425 0.1719 0.0546
Tree 0.1118 0.115 0.0542 0.0559 0.0343 0.1483 0.171 0.1341 0.1683 0.0388

Water 0.0662 0.0804 0.0778 0.0731 0.0414 0.1055 0.061 0.036 0.0395 0.0244

Avg. 0.2006 0.1582 0.1033 0.1121 0.0363 0.1543 0.1318 0.1042 0.1266 0.0393
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Figure 11. Samson unmixing results. (a) Ground truth abundance. (b) computed abundance.
(c) Reconstructed endmembers (solid blue) along with ground truth endmembers (dotted red).

Table 3. Spectral Angle and RMSE Benchmarks for Jasper.

Spectral Angle Distance (SAD) Root Mean Squared Error (RMSE)

VCA NMF NMF-L1 NMF-L1/2 SLR-NTF VCA NMF NMF-L1 NMF-L1/2 SLR-NTF

Tree 0.2565 0.2130 0.0680 0.0409 0.0714 0.3268 0.1402 0.0636 0.0707 0.0587
Water 0.2474 0.2001 0.3815 0.1682 0.2029 0.3151 0.1106 0.0660 0.1031 0.0387
Soil 0.3584 0.1569 0.0898 0.0506 0.1138 0.2936 0.2557 0.2463 0.2679 0.0798

Road 0.5489 0.3522 0.4118 0.3670 0.0581 0.2829 0.2450 0.2344 0.2737 0.0665

Avg. 0.3528 0.2305 0.2378 0.1567 0.1115 0.3046 0.1879 0.1526 0.1789 0.0609
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4.8. Urban Results (4 Endmembers)

Unmixing on the Urban dataset produced SAD measurement of 0.1521 and RMSE
of 0.1189. This image is the only one we could directly compare with another tensor
decomposition (MV-NTF) approach with published results [11]. SLR-NTF achieves a SAD
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of 0.1521 and RMSE of 0.1521, as shown in Table 4. MV-NTF is the second best with a
SAD with 0.2167 but a measurement for RMSE was not provided. NMF had the second
best RMSE with 0.1842. In both cases, SLR-NTF was superior showing a SAD reduction of
30% against MV-NTF and an RMSE reduction of 35% reduction in RMSE. Figure 13 shows
abundance maps and inferred endmembers for Urban with 4 endmembers.

Table 4. Spectral Angle and RMSE Benchmarks for Urban (4 endmembers).

Spectral Angle Distance (SAD) Root Mean Squared Error (RMSE)

NMF NMF-L1 NMF-L1/2 MV-NTF SLR-NTF NMF NMF-L1 NMF-L1/2 SLR-NTF

Asphalt 0.2114 0.1548 0.1349 0.1638 0.0774 0.2041 0.2279 0.3225 0.1226
Grass 0.3654 0.2876 0.099 0.2268 0.2176 0.2065 0.2248 0.3387 0.1320
Tree 0.1928 0.0911 0.0969 0.1054 0.0626 0.187 0.1736 0.2588 0.1438
Roof 0.737 0.7335 0.5768 0.3707 0.2507 0.1395 0.1861 0.1782 0.0772

Avg. 0.3168 0.2269 0.3778 0.2167 0.1521 0.1843 0.2031 0.2746 0.1189
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4.9. Urban Results (6 Endmembers)

Table 5 shows the results for the Urban dataset with six endmembers. Average SAD is
0.1352 for the endmembers and average RMSE for the abundance 0.1396. SAD decreased
slightly compared with the 4 endmember decomposition. However, SLR-NTF has the
second best SAD with NMF1/2 being the best. Figure 14 shows abundance maps and
inferred endmembers for Urban with six endmembers.

Table 5. Spectral Angle and RMSE Benchmarks for Urban (6 endmembers).

Spectral Angle Distance Root Mean Square Error (RMSE)

VCA NMF NMF1 NMF1/2 SLR-NTF VCA NMF NMF1 NMF1/2 SLR-NTF

Asphalt 0.2441 0.3322 0.2669 0.3092 0.0741 0.2555 0.2826 0.2803 0.3389 0.1626
Grass 0.3058 0.4059 0.3294 0.0792 0.2112 0.2696 0.3536 0.2937 0.2774 0.1414
Tree 0.6371 0.2558 0.2070 0.0623 0.1277 0.3212 0.2633 0.1859 0.2701 0.1323

Roof1 0.2521 0.3701 0.4370 0.0680 0.1643 0.2500 0.1662 0.1358 0.1541 0.0544
Metal 0.7451 0.6223 0.5330 0.1870 0.1297 0.2157 0.1603 0.2136 0.1660 0.1370
Soil 1.1061 0.9978 1.0371 0.0287 0.1044 0.2714 0.2505 0.2594 0.3542 0.2100

Avg 0.5484 0.4974 0.4684 0.1224 0.1352 0.2639 0.2461 0.2281 0.2601 0.1396
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5. Conclusions and Future Work

In this work, we reviewed the use of non-negative tensor factorization for hyperspec-
tral unmixing with particular attention to the use of spatial information.

Decomposition in the context of unmixing: the insights from CPD experiments moti-
vated the use rank-(L, L, 1) decomposition, which provides better control of the spatial low
rank, independent of the spectral rank. We introduced a workflow for spectral unmixing
that directly uses spatial factors to infer endmembers and finally apply fully constrained
least squares to obtain abundance maps.

We introduced a novel approach to use rank-(L, L, 1) decomposition for hyperspectral
unmixing where the spatial factors are used to find candidate endmembers. As opposed to
the CPD, the spatial factors of rank-(L, L, 1) have rank L independent from the number of
components R. This overcomes the problem of limited detail on the spatial slice for each
component, allowing for more accurate spatial representation. In experiments with syn-
thetic images, it was shown that increasing the parameter L arbitrarily does not necessarily
lead to the best factorization for unmixing. The non-negative rank-(L, L, 1) factorization is
unique for LR equal to the original tensor rank. A tensor rank too low will produce poor
approximations, while rank too high leaves the gradient descent based optimizer too many
degrees of freedom; increasing the sensitivity to initial conditions. We proposed choosing
a value of L that is proportional to the spatial dimensions and inversely proportional to
R. The goal is for L to have just enough detail to represent regions of high abundance for
one spectral component. We then use those regions to gather candidate endmembers for a
given material from the low-rank reconstruction. The proposed method showed improved
SAD and RMSE when applied to the Samson, Jasper Ridge, and Urban HSIs; as compared
to other benchmarks in the same set.

It was also shown how TensorFlow was used for accelerating execution times on GPU
vs. running on a multicore CPU and report how it scales for tensor sizes up to 1024 × 1024
× 220. In the range of N = 128 to N = 256, the GPU runs are from 5 to 8 times faster.

As future work, we consider building a neural network (NN) autoencoder that uses
the rank-(L, L, 1) model as the decoder end. Hence, weight matrices of the NN are the
tensor factors. The construction of the encoder is not trivial or unique. Other techniques
used in Deep NN, such as drop-out and max-pooling are, in a way, reducing dimensionality
and therefore rank. Exploration of a NN configuration of this type may lead to a novel way
of estimating tensor rank.

Supplementary Materials: SLR-NTF code developed by the authors and Jupyter notebook demo is
available at https://github.com/wilonavas/SLR-NTF. Updated in May 2021.
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