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Abstract: The plethora of changes that have taken place in policy formulations on higher education in
recent years in Greece has led to unification, the abolition of departments or technological educational
institutions (TEI) and mergers at universities. As a result, many students are required to complete
their studies in departments of the abolished TEI. Dropout or a delay in graduation is a significant
problem that results from newly joined students at the university, in addition to the provision of
studies. There are various reasons for this, with student performance during studies being one of the
major contributing factors. This study was aimed at predicting the time required for weak students
to pass their courses so as to allow the university to develop strategic programs that will help them
improve performance and graduate in time. This paper presents various components of educational
data mining incorporating a new state-of-the-art strategy, called AutoML, which is used to find the
best models and parameters and is capable of predicting the length of time required for students
to pass their courses using their past course performance and academic information. A dataset of
23,687 “Computer Networking” module students was used to train and evaluate the classification of
a model developed in the KNIME Analytics (open source) data science platform. The accuracy of the
model was measured using well-known evaluation criteria, such as precision, recall, and F-measure.
The model was applied to data related to three basic courses and correctly predicted approximately
92% of students’ performance and, specifically, students who are likely to drop out or experience a
delay before graduating.

Keywords: educational data science; student performance prediction; classification; AutoML; KNIME

1. Introduction

Educational data mining (EDM) is an innovative emerging scientific field concerned
with analyzing and studying data from educational databases to predict student perfor-
mance and provide services to improve the instructional process [1]. Research efforts for
educational data mining, described in extensive literature reviews, such as Romero and
Ventura [2] or Baker and Yacef [3], have focused mainly on the management of academic
needs related to human resources (students, graduates, part-time instructors, and staff),
aiming to improve the quality, efficiency, and reputation of universities.

The literature that supports the problem statement of this study consists of the follow-
ing papers.

Student performance was analyzed from data collected for two years’ intake that con-
tained students’ previous academic records by applying the classification technique for the
prediction in the Rapid Miner tool [4]. In accordance with another study, a fuzzy C-means
clustering algorithm using 2D and 3D clustering to evaluate student performance based on
their examination results can help educators to better understand student performance so
as to build a pedagogical basis for decisions [5]. A study investigated the effectiveness of
transfer learning from deep neural networks for the task of student performance prediction
in higher education [6]. In another work, researchers introduced Deep Online Performance
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Evaluation (DOPE), which first models the student course relations in an online system and
then utilizes an advanced deep neural network architecture to extract course and student
embeddings while predicting a student’s performance in a given course [7].

Predictive analytics may have the potential to support the broader science of learning
and guide pedagogical practices in learning and instruction. A lot of studies have been
carried out that revealed the efficiency of methods for the accurate prediction of students
at risk of failure, such as (a) fuzzy-based active learning methods for predicting students’
academic performance, which combines, in a modular way, AutoML (Automated Machine
Learning Algorithms) practices [8]; (b) semi-supervised classification tasks for student
performance or student dropout prediction [9]; and (c) the comparison of the co-training
method with semi-supervised and supervised methods [10].

This paper focuses on the processing, manipulation, and analysis of educational data
and the extraction of information related to shortening the graduation time of students who
are forced to complete their studies in departments of the abolished TEI, a situation that is
quite rare. The use of the above results led to the production of a prediction model by taking
into account recent papers that are related to our research aim and are referenced in this
paper. The contribution of the present work can assist the administrations of universities
in reformulating the educational strategy regarding the budget, scheduling, teaching, and
learning strategies.

The changes and reforms that have taken place during the last years in higher ed-
ucation in Greece have led to the abolition of technological educational institutes (TEI),
resulting in many departments being abolished or merged and joined at universities. A sig-
nificant problem in TEI, mainly the peripherals, was the low grade for entrance and the poor
results of students after admission. Due to a low cognitive background for several students,
it takes them additional years to graduate, with some dropping out. Dropouts and delayed
graduation are significant problems that were produced by the newly joined students of
TEI at the university, in addition to the provision of studies. There are various reasons for
this, and student performance during studies is one of the major contributing factors.

In our case, the former TEI departments of “Business administration” (BA), “Applied
informatics in management and economy” (AIME), and “Management of social cooperative
business and organizations” (MSCBO) were merged and integrated into the department
of “Management science and technology” (MST) of the University of Patras (Greece). As
a result, the students of the abolished TEI departments are required to complete their
academic obligations, although many of them have completed the typical cycle of studies
(eight semesters) that leads to a bachelor’s degree. These obligations concern the courses
that they have failed in previous semesters, which do not have compulsory attendance,
and the elaboration of dissertations. Since the abolition of TEI departments, the trend that
has prevailed in the university towards TEI students who have not completed their studies
is to grade them with leniency, since the goal is the acceleration of their graduation. In this
study, the possibility of predicting the time required for successful students to pass their
courses was explored.

The main aim was to develop a model based on data mining in education that is
capable of predicting the time required for students to pass two basic courses of the
curriculum. The model was developed through the combination of two variables, taking
values from two datasets, respectively: (a) the scores of students who have passed these
two courses (separately or both) and (b) the number of attempts that they made to pass
courses [11]. The first variable was chosen based on similar studies [12,13], which used
the GPA instead of student scores for each examination process. The reason for this
differentiation was to exploit all available information on student scores. Subsequently, the
feasibility of adopting the model to generalize the conclusion was explored by using other
courses in the curriculum.

In this study, the possibility of predicting the time required for successful students
to pass their courses was explored. The findings of the present work can be summarized
as follows: the model can (a) assist the management of universities in improving the
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yearly educational strategy, budget, and scheduling by “knowing” in advance the needs of
teaching staff, teaching hours, extra course instructors of universities, and costs for student
residence (accommodation and feeding) and (b) cause teachers to dialogue about teaching
and learning strategies to implement, increasing the motivation of indifferent students
to learn.

For this research, two common courses in the three TEI departments’ curriculums
were selected: the “Introduction Information Technology” (IIT) course in the first semester and
the “Operating Systems” (OS) course in the fourth semester, which are both compulsory. An
anonymized dataset of 23,687 students (active and graduated) of all enrolled students in
the three TEI departments from their inception until recently, namely, the period from 1999
to 2020, was collected.

2. Literature Review

The algorithms and techniques for the analysis, data processing, and prediction of
results used by EDM are as follows:

(a) Statistics and visualization
An illustrative example is the research that assessed the role of student gender on

success rates of educational completion in Australia [14] or the study that analyzed how
the LiMS “event capture model” collects detailed real-time data on learner behavior in self-
directed online learning environments and interprets these data by drawing on behavioral
research [15]. Other research showed open-source educational platforms that process
enhanced usage analytics from a shared Amazon Web Services (AWS) account [16] or
chronicled recent EDM advances and processed the content of the review based on the
outcomes produced by a data mining (DM) approach [17].

(b) Classification
According to Timbal [18], a decision tree was used to forecast who among enrolled

students would be a dropout based on an intelligent predictive model. As predicting
student failure is an important task, the research predicted the students who would not
complete their assignment tasks using real data collected by their university’s educational
platform based on appropriate algorithms [19]. Another study included a comprehensive
analysis and comparison of state-of-the-art supervised machine learning techniques applied
for solving the task of predicting students’ final exam scores, with artificial neural networks
obtaining the highest precision [20]

(c) Clustering
Inspired by previous attempts, some researchers established the clustering approach as

a practical guideline to explore student categories and characteristics, using an example of
a real dataset to illustrate analytical procedures and results [4,21]. The purpose of another
study was to support the procedure for the acquisition of scientific skills by offering
researchers learning analytics in each stage of the investigative process based on the actions
and interactions that EDM supervisors implemented during this investigative process [22].

(d) Association rules
A paper investigated the association rules using educational data and various clus-

tering and classification methods to compare them and determine the suitable one for
the dataset [23]. In another project, students’ data were analyzed with the data mining
technique using the Apriori algorithm, and the output data from the data mining technique
were presented visually [24], while other researchers applied a decision tree using the
course grades and job data of graduated students to predict their jobs after graduation [25].

(e) Sequential pattern
A study used a range of machine learning techniques with aggregated and sequential

representations of student behavior in a Massive Open Online Course (MOOC) to predict
their readiness for assessment tasks. Additionally, sequential pattern mining to investigate
which sequences of behavior differed between high or low levels of performance in the
assessments was applied [26], and in a similar study, researchers employed a sequential pat-
tern mining algorithm, Sequential Pattern Discovery using Equivalence classes (cSPADE),
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on gathered log data to explore whether differences exist between learners who viewed
the SRL-prompt videos and those who did not [27]. Another study developed a theoretical
method of sequential pattern mining specialized for learning histories in a programming
exercise [28].

(f) Text mining
One paper explored the question of how the analysis and visualization of cognitive

information can be supported by automatic mechanisms, and its effect in the classroom was
researched [29], while an overview of the current status of the educational text mining field
was analyzed in another work [30]. A predictive system for learners’ cognitive engagement
based on their online discussion forums was proposed in a study. First, the ontology OWL
and the LSA method were used to perform a semantic classification system of the threads
according to a specific context, and then text mining, as a predictive method, was applied
to the classified threads and learners’ participation in the forums [23,31].

(g) Correlation analysis
Some researchers examined the learning behaviors and characteristics of students

in a mobile application computer programming class that adopted a “flipped” learning
style [20,32].

(h) Neural network
Neural networks and deep learning were applied for the prediction of employee

behavior in terms of punctuality at the workplace in a research work [33]. A university’s
goal is to improve education quality. One way to improve such quality is by predicting
student performance and applying early interventions, aiming to improve teaching quality
and, consequently, student performance. The vast, growing availability of data in the
educational environment has enabled many researchers to exploit various data mining
algorithms to extract hidden knowledge and useful insights. The most widely used software
tools in EDM for this purpose are listed below:

KNIME is a software tool that can help a university department to predict and observe
student performance to prevent drawbacks and failures in the results of students in the
future [34], and it can help agencies and students see early graduation predictions and help
managers to see the progress and predictions of active student graduation [35].

WEKA is used by researchers for predicting poor student performance that might
lead to dropout or a delay in graduation so as to allow the institution to develop strategic
programs that will help improve student performance and enable the student to graduate
in time without any problems [12], as well as for revealing the high potential of data mining
applications for university management [36].

Rapid Miner is used to compare naive Bayes, decision tree, and k-nearest neighbor
algorithms and implement feature selection and parameter optimization to identify which
combination of algorithms and optimization can achieve the highest accuracy in predicting
student grades [37].

Dataiku is a platform for Artificial Intelligence (AI), systemizing the use of data for
exceptional business results [38].

Orange software was used in a study to identify the relationship between the admission
criteria scores and the graduation grades and to examine the influence of ethnicity using
the geopolitical zone of origin of the student on the predictive accuracy of the models
developed [39].

D3js is a JavaScript library for manipulating documents based on data. D3 supports
data analysis using HTML, SVG, and CSS [40].

KEEL (Knowledge Extraction based on Evolutionary Learning) is a research and educa-
tional software tool to assess evolutionary algorithms for data mining problems of various
kinds, including regression, classification, unsupervised learning, etc. It includes evolution-
ary learning algorithms, as well as the integration of evolutionary learning techniques with
different preprocessing techniques [41].
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SPMF is an open-source data mining library specialized in pattern mining. It has been
used in a wide range of domains, from authorship attribution to restaurant recommenda-
tion, and it has been integrated into several data analysis software programs [42].

Python is a high-level programming language suitable for EDM researchers who are
investigating the prediction of student performance and proposes methods to help the
teacher as well as the student to enhance the quality of learning [43].

Rattle (which uses R statistics programming language) is suitable for the selection of
an educational data mining model, such as in a study that dealt with individual differences
in performance between female and male candidates in an examination process of the
university [44].

SPSS (Statistical Package for the Social Sciences) is a widely used software package
that helps researchers in many projects related to data mining [45].

Wongkhamdi and Seresangtakul [46] studied the effectiveness of artificial neural
networks in forecasting graduate student outcomes, proving that artificial neural networks
are able to significantly improve student graduation outcome predictions with 93.3%
accuracy compared to a discriminant analysis with 81.5%. The dataset of this study was
analyzed by using the KNIME software application as the analysis platform. KNIME is
a free and open-source data analytics, reporting, and integration platform that integrates
various components for machine learning and data mining. It is a user-friendly tool that is
suitable for data preprocessing, modeling, and visualization and aims to make data science
approachable to everyone [47].

3. Methodology: Research Model
3.1. Data Acquisition and Preprocessing

For this study, a student dataset for the academic years from 1999 to 2020 was obtained
through the department of networking and system security at the University of Patras
according to the necessary legal procedures, adhering to all protocols concerning the
protection of personal data of students and teachers. The research was performed in
accordance with the General Data Protection Regulation (GDPR) (EU). The dataset consisted
of 23,687 student records (anonymous and encrypted data) with 8 features in total, including
the students’ grades achieved in two courses. These grades were given by a professor,
who was the only one who had taught these courses within the above-referenced period of
20 years. This fact demonstrates the objectivity of the evaluation results.

More specifically, the courses that were chosen from the curriculum were IIT and
OS, which are both compulsory and are taken in the 1st and 4th semesters of study,
respectively. These are common in the curriculums for each version and for the three
merged departments (AIME, BA, and MSCBO) and are examined at the end of each semester
(January and June), sometimes repeated two times, and once in September. Student
performance is evaluated on a scale from 0.0 to 10.0, where 0.0 indicates a student’s non-
participation in the examination process.

The academic data were carefully reviewed, preprocessed, and organized in an MS-
Excel flat file suitable for workflow import into KNIME software. Students’ personal data,
information about their place of residence, and incomplete and irrelevant data, such as
data for students who dropped out of their studies, were eliminated. Upon preprocess-
ing, the dataset comprised 23,687 records of computer-networked student information,
while the variables were defined as: (a) “Subject”, “Curriculum Year”, “Exam_Semester”,
“Department”, and “Student_status” as nominal variables and (b) “Grade” and “Exam_Year”
as numeric variables.

A new categorical target variable, “Evaluation Score”, was constructed based on the
grades achieved by the students during their studies. The predicted variable has four
distinct values, corresponding to the four ranges into which the students are classified—
Poor, Fail, Pass, and Excellent. Student grades in each course separately or a grade point
average under 3.5 are classified as Poor, and they will need strong intervention; students
with grades between 3.5 and 5.0 are classified as Fail, and they need less support or none
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at all; students with grades between 5.0 and 8.0 are classified as Pass, while students with
a grade point average above 8.0 are classified as Excellent. It makes sense that student
performance increases progressively when they are examined multiple times under the
same conditions (professor; course requirements). The opposite occurs when students are
indifferent and will possibly drop out, as well as when they do not participate in final exams
and are systematically absent. Since the objective is to predict the length of time required for
students to pass the two courses and potentially graduate as soon as possible, the counting
of presences and absences in exams is quite important. In correlation with the values of the
variable “Evaluation Score”, the total number of absences per student will possibly reinforce
a conclusion related to the amount of student interest or indifference in completing their
studies. The data mining model satisfaction needs a new variable (Attempts) that represents
the number of attempts that the students made to pass the courses.

The final dataset for the study contained 23,687 instances and 10 attributes (includ-
ing the predicted class variables); 6 of them are numeric variables, and the remaining
5 attributes are nominal variables with a certain number of distinct values, as shown in
Table 1.

Table 1. Final Dataset Used.

Variable Name Variable Type Values

Student_id Numeric Any Integer *

Subject Nominal Operating_Systems (OS),
Introduction_Information_Technology (IIT)

Curriculum_Year Numeric Curriculum_Year_1999, Curriculum_Year_2007,
Curriculum_Year_2013

Grade Numeric One decimal number

Evaluation_Score Nominal (0) “Do not attend”, (1.0–3.5), (3.50–5.0), (5.0–8.0),
(8.0–10.0) “Excellent mark”

Exam_Year Numeric 1999 to 2020

Exam_Semester Nominal A and A’ (January) or B and B’ (June) or C
(September) **

Department Nominal
Applied_Informatics_Management_Economy,

Business_Administration, Manage-
ment_social_cooperative_business_organizations

Student_status Nominal Graduate, Active
Attempts Numeric Natural number—Categorical target variable

Keys. * Encrypted unique number. ** Semester exams are usually in January (A), June (B), and September (C);
extra semester exams in January (A’) and June (B’) occasionally.

The KNIME data analytics tool was used for the implementation of this study. The
processed dataset of student performance in the two courses was imported from an Excel
spreadsheet into a file reader that reads the file and builds a workflow, which produced the
obtained results.

3.2. Exploratory Data Analysis

Exploratory data analysis (EDA) was used to analyze and investigate the datasets and
summarize their main characteristics by employing data visualization methods. It helped
to determine how to best manipulate data sources, making it easier to discover patterns
and spot anomalies.

Through EDA, a check was performed to better understand the role of variables (e.g.,
student scores and number of attempts) and the relationships between them, helping to
determine whether the statistical techniques examined for data analysis were appropriate.

The statistical data analyses, utilizing data mining through KNIME software capabili-
ties, are described below.

Course title: “Introduction Information Technology”
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Of the 3613 passing students, 2291 (63.409%) participated in all scheduled semester
examination processes without any omissions, and 693 (19.181%) missed one.

The number of students who missed exams in the IIT course and the number of
attempts to pass are shown for each category in Table 2.

Table 2. Missed exams and attempts to pass the IIT course.

Passing Students
3613

Number of Missed
Exams (Times)

Number of Students
Missing Exams

(%)

Number of Students
Per Try

Number of Attempts
to Pass the Course

0 2291 (63.409%) 1892 1
1 693 (19.181%) 959 2
2 292 (8.081%) 443 3
3 143 (3.958%) 203 4
4 92 (2.546%) 78 5
5 36 (0.99%) 27 6
6 27 (0.747%) 6 7
7 17 (0.47%) 2 8
8 6 (0.166%) 0 9
9 1 (0.028%) 3 10
10 6 (0.17%) 0 11
11 3 (0.08%) 0 12
12 4 (0.111%) 0 13
15 2 (0.055%) 0 14

Correlation 0.97833.

The correlation coefficient value (0.97833) between the number of students who did
not participate in exams and the number of attempts until students passed the IIT course
reveals that the strength of the relationship is quite strong (Scheme 1).
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Course title: “Operating Systems”

Of the 2695 passing students, 1956 (72.579%) participated in all scheduled semester
examination processes without any omissions, and 385 (14.286%) missed one.

The number of students who missed exams in the OS course and the number of
attempts to pass are shown for each category in Table 3.
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Table 3. Missed exams and attempts to pass the OS course.

Passing
Students

2695

Number of
Missed Exams

(Times)

Number of
Students

Missing Exams
(%).

Number of
Students Per

Attempt

Number of
Attempts to

Pass the Course

0 1956 (72.579%) 1714 1
1 385 (14.286%) 550 2
2 169 (6.271%) 208 3
3 91 (3.377%) 120 4
4 40 (1.484%) 54 5
5 29 (1.076%) 29 6
6 9 (0.334%) 13 7
7 6 (0.223%) 3 8
8 4 (0.148%) 3 9
9 3 (0.111%) 1 10

11 1 (0.037%) 0 11
12 1 (0.037%) 0 12
13 1 (0%) 0 13

Correlation 0.992304.

The correlation coefficient value (0. 992304) between the number of students who
did not participate in the exams and the number of attempts until students passed the OS
course reveals that the strength of the relationship is quite strong (Scheme 2).
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Scheme 2. Missed exams and attempts to pass the OS course.

Courses: “Introduction Information Technology” and “Operating Systems”

Of the 3678 passing students, 1797 (48.858%) participated in all scheduled semester
examination processes without any omissions, and 744 (20.228%) missed one.

The number of students who missed exams in both the IIT and OS courses and the
number of attempts to pass are shown in Table 4.

Table 4. Missed exams and attempts to pass both courses, IIT and OS.

Passing
Students 3678

Number of
Missed Exams

(Times)

Number of
Students Missing

Exams (%)

Number of
Students Per

Attempt

Number of
Attempts to

Pass the Course

0 1797 (48.858%) 422 1
1 744 (20.228%) 1233 2
2 387 (10.522%) 830 3
3 225 (6.117%) 507 4
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Table 4. Cont.

Passing
Students 3678

Number of
Missed Exams

(Times)

Number of
Students Missing

Exams (%)

Number of
Students Per

Attempt

Number of
Attempts to

Pass the Course

4 175 (4.758%) 305 5
5 105 (2.855%) 160 6
6 89 (2.420%) 105 7
7 49 (1.332%) 56 8
8 24 (0.653%) 28 9
9 18 (0.489%) 11 10

10 17 (0.462%) 0 11
11 10 (0.272%) 0 12
12 14 (0.381%) 0 13
13 4 (0.109%) 0 14
14 6 (0.163%) 0 15
15 3 (0.082%) 0 16
16 1 (0.027%) 0 17
17 3 (0.082%) 0 18
18 3 (0.082%) 0 19
20 1 (0.027%) 0 20
22 1 (0.027%) 0 21
26 1 (0.027%) 0 22
31 1 (0.027%) 0 23

Correlation 0.584724.

The correlation coefficient value (0.992304) between the number of students who
did not participate in exams and the number of attempts until students passed both the
IIT and OS courses reveals that the strength of the relationship is quite strong (Scheme 3).
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The highest percentage of students who participated in the exams passed each course
(separately) on the first or second try (Tables 1 and 2). Looking at the two courses (Table 3),
the percentage of students who passed on the first try decreased significantly, and students
needed many more attempts to pass both courses, which were distributed nearly equally
within the range of 1 to 7 attempts. In this case, the highest percentage is shown for two
attempts (33.5%), while the value of the correlation between student participation in exams
(interest) and the number of attempts to pass their courses (effectiveness) weakens.

The great indifference of many students to participate in exams is noteworthy: 80.7%
of students who failed both courses did not participate in the exams at all, while the
corresponding percentages for each course are 51.2% in OS and 80.19% in IIT.

The findings of data mining through KNIME software capabilities are presented in
the Appendix A.
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It is crucial that the university or at least the educators involved start discussions to
comprehend common problems and solutions, with particular attention to teaching strate-
gies enabling the promotion of student motivation and increasing student participation in
exams.

In this work, we did not consider information on study methodologies or the time that
students dedicated to studying in each course. In future work, it will be interesting and
important to explore questions concerning teaching and learning approaches and relate
them to student motivation for participation in exams.

3.3. Model Design and Setup

The dataset was divided into two sets using a KNIME node called the Resample filter:
training data comprised approximately 90% of the data, and testing data comprised the
remaining 10%. The former dataset was used to train the machine learning model, and
the latter dataset was applied to test and evaluate the model. To ensure the validity of
experimental results, the above process was repeated 10 times using different parts of the
initial data for training and testing, keeping the ratio of 90% to 10%, respectively. This
process is well-known in data science and called “10-fold, cross validation” [48]. Since
student data are time-dependent, the random splitting of training and test sets could lead to
“future-looking” when training the model, meaning that it makes no sense to have values
from the future to predict values from the past. Therefore, we utilized time-series split
cross-validation, so at each iteration, there is a condition that the validation set is always
ahead of the training set.

The model training and testing processes are depicted in Figure 1.

Computers 2022, 11, x FOR PEER REVIEW 10 of 20 
 

students needed many more attempts to pass both courses, which were distributed nearly 

equally within the range of 1 to 7 attempts. In this case, the highest percentage is shown 

for two attempts (33.5%), while the value of the correlation between student participation 

in exams (interest) and the number of attempts to pass their courses (effectiveness) weak-

ens. 

The great indifference of many students to participate in exams is noteworthy: 80.7% 

of students who failed both courses did not participate in the exams at all, while the cor-

responding percentages for each course are 51.2% in OS and 80.19% in IIT. 

The findings of data mining through KNIME software capabilities are presented in 

the Appendix A. 

It is crucial that the university or at least the educators involved start discussions to 

comprehend common problems and solutions, with particular attention to teaching strat-

egies enabling the promotion of student motivation and increasing student participation 

in exams. 

In this work, we did not consider information on study methodologies or the time 

that students dedicated to studying in each course. In future work, it will be interesting 

and important to explore questions concerning teaching and learning approaches and re-

late them to student motivation for participation in exams. 

3.3. Model Design and Setup 

The dataset was divided into two sets using a KNIME node called the Resample filter: 

training data comprised approximately 90% of the data, and testing data comprised the 

remaining 10%. The former dataset was used to train the machine learning model, and the 

latter dataset was applied to test and evaluate the model. To ensure the validity of exper-

imental results, the above process was repeated 10 times using different parts of the initial 

data for training and testing, keeping the ratio of 90% to 10%, respectively. This process is 

well-known in data science and called “10-fold, cross validation” [48]. Since student data 

are time-dependent, the random splitting of training and test sets could lead to “future-

looking” when training the model, meaning that it makes no sense to have values from 

the future to predict values from the past. Therefore, we utilized time-series split cross-

validation, so at each iteration, there is a condition that the validation set is always ahead 

of the training set. 

The model training and testing processes are depicted in Figure 1. 

 

Figure 1. Model Training and Testing Processes.

3.4. KNIME Workflow for Analyzing Educational Data

As mentioned in the introductory section, the KNIME data analytics tool was used
for the implementation of this work. The main reasons for choosing this platform over the
other software suites for data mining are the following:

1. It has been recognized as a leader by Gartner in the domains of data science and ma-
chine learning platforms and has been placed in their magic quadrant for
8 consecutive years.
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2. It has an integrative nature, while its open-source model ensures all capabilities
required of an individual data scientist, which are available for free and with no
restrictions; it is a working model that suits the academic environment.

3. It has a very active community of more than 200,000 users who exchange ideas and
reusable components amongst them.

For the reasons explained above, the main components that were selected from the
set of available KNIME extensions and modules included AutoML, Visualization and
Reporting. KNIME makes it very simple for an analyst to train the best classification model
from the available data and deploy the model to a reporting/dashboarding service (already
available within KNIME and accessible via the Web browser), and it allows policy makers
to visually inspect forecasts for each educational course. A part of the workflow model
built for this analysis is shown in the figures below. The screenshots of CSV Reader and
AutoML (Figure 2) and the Cross Validation nodes are provided below (Figure 3).
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3.5. Automated Machine Learning Algorithms—AutoML

In recent years, machine learning (ML) has achieved significant milestones in a
plethora of application domains, fueling a growing demand for intelligent systems that can
be used effectively by people who are not necessarily advanced data analysts or skilled
with programming languages [49]. Towards that end, there has been a growing number
of commercial companies with tools and products that attempt to satisfy this demand.
Examples of such tools include KNIME, BigML, Wise, H2O, RapidMiner, Dataiku, Predic-
tion, DataRobot, Microsoft’s Azure Machine Learning, Google’s Cloud Machine Learning
Engine, and Amazon Machine Learning. At its core, every effective data analytics service
needs to solve the fundamental issue of deciding which ML algorithm performs better
given a specific dataset, whether and how to preprocess its features, and how to set all or a
subset of the algorithm’s hyperparameters. This process is frequently called “AutoML” [50].

We consider the formalization of AutoML to be a Combined Algorithm Selection and
Hyperparameter optimization (CASH) problem [51]. Two important problems in AutoML
are that (1) no single ML method performs best on all datasets, and (2) some machine
learning methods (e.g., non-linear SVMs) crucially rely on hyperparameter optimization.
The latter problem has been successfully attacked using Bayesian optimization, which today
forms a core component of many AutoML systems. The former problem is intertwined
with the latter since the rankings of algorithms depend on whether their hyperparameters
are tuned properly [52]. For the present work, the use of KNIME’s AutoML workflow was
taken into account, encompassing well-known ML algorithms from the following list:

• A neural network is a computational learning system that uses a network of functions
to understand and translate a data input of one form into a desired output, usually
in another form. The concept of the artificial neural network was inspired by human
biology and the way that neurons of the human brain function together to understand
inputs from human senses.

• Logistic regression is an ML algorithm that falls under the supervised learning tech-
nique and is used for predicting the categorical dependent variable using a given set
of independent variables. It can provide probabilities and classify new data using
continuous and discrete datasets.

• Decision tree is a supervised learning technique that can be used for both classification
and regression problems. It is a tree-structured classifier, where internal nodes repre-
sent the features of a dataset, branches represent the decision rules, and each leaf node
represents the outcome. The decisions or the test are performed based on features of
the given dataset. It is a graphical representation for realizing all possible solutions to
a problem/decision based on given conditions.

• XG Boost is an ensemble learning technique that combines the predictive power of
several learners and is implemented over the Gradient Boosted Trees algorithm. The
result is a single model that provides the aggregated output from several models. Bag-
ging and Boosting are two widely used ensemble learners with the most predominant
usage with decision trees.

• Random forest is an ensemble learning technique that provides predictions by com-
bining multiple classifiers and improves the performance of the model. It contains
multiple decision trees for subsets of the given dataset and finds the average to im-
prove the predictive accuracy of the model. Random forest is a fast algorithm and can
efficiently deal with missing and incorrect data.

• Gradient-Boosted Trees (GBT) is a tree-based ML algorithm that works for both regression
and classification types of data mining problems. This model produces a prediction
model in the form of an ensemble of weak prediction models, which are typically
decision trees.

• Generalized linear models (GLMs) estimate regression models for outcomes following
exponential distributions and include Gaussian, Poisson, binomial, and gamma distri-
butions. Each serves a different purpose and, depending on the distribution and link
function choice, can be used for either prediction or classification.
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• The naive Bayes algorithm is a supervised learning algorithm that is based on Bayes’
theorem and is used to solve classification problems. It is a probabilistic classifier,
which helps in building fast machine learning models that can make quick predictions.

The above list contains some of the most important algorithms that any AutoML
system takes into account when trying to fit a classification model to the available training
dataset. Similar to KNIME, other data analysis platforms offer AutoML execution in an
attempt to reduce the manual effort of the expert to set up various hyperparameters of
each classifier.

4. Results and Discussion

We considered standard classification performance metrics, namely, “accuracy”, “pre-
cision”, “recall”, and “F-measure”. In order to clarify the meaning of the aforementioned
metrics, we use a well-known table that tabulates the predicted class from the classification
model in relation to the real one, as provided in the test set. The table is known as a
“confusion matrix”. Table 5 provides an example of a confusion matrix.

Table 5. Confusion matrix example.

Predicted as:

Positive Negative

Actual class
Positive True Positive (TP) False Negative (FN)

Negative False Positive (FP) True Negative (TN)

The metrics are defined as follows:

• Accuracy = TP+TN
TP+TN+FP+FN

• Precision = TP
TP+FP

• Recall = TP
TP+FN

• F − measure = 2 ∗ Precision∗Recall
Precision+Recall

As one can observe from the results, the harmonic mean of precision and recall, two
measures of performance that are most commonly used together with accuracy in the
literature, called the F-measure, demonstrates the robust performance of the AutoML
component. An ANOVA (ANalysis Of Variance) was not applied due to the fact that
homogeneity of variances was not satisfied amongst the data instances. More specifically,
the best classification performance was achieved using neural networks, reaching a figure
above 90%, with all the other algorithms portraying slightly worse behavior. This fact
allows us to deduce that the features selected for this task were the correct ones, and from
a practical perspective, a higher education institution stakeholder, such as the head of
department or the head of a bachelor’s or master’s program, could rely on the predictions
of any model to advise on how to help students pass their courses without long delays.

Table 6 presents the performance metrics of the AutoML process described above.

Table 6. Performance metrics for the IIT course.

Course: Introduction Information Technology

Accuracy Recall Precision F-Measure

Neural Network 93.3% 83.6% 97.7% 90.1%
Logistic Regression 92.8% 85.5% 94.1% 89.6%

Decision Tree 92.6% 84.5% 94.6% 89.3%
XGBoost Trees 92.6% 84.3% 94.8% 89.3%
Random Forest 92.4% 84.1% 94.6% 89.0%

Gradient Boosted Trees 92.3% 83.8% 94.6% 88.9%
Generalized Linear Model (H2O) 92.2% 83.6% 94.3% 88.6%

Naïve Bayes 92.0% 85.7% 91.7% 88.6%
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Based on the current institutional framework for higher education, there is no deadline
for the completion of studies in Greece. This fact creates several problems for the university
administration, such as the significant additional burden on the budget and an increase
in teachers’ work burden due to the accumulation of a large number of students who
have failed.

The results shown in Table 7 depict the performance in the OS course. The best
classification performance of the F-measure for all algorithms was achieved using XGBoost
Trees, reaching a figure above 75.5%, with all other algorithms portraying slightly worse
behavior. The naive Bayes algorithm is an exception with 40.0%. In this course, the
performance of all algorithms portrayed worse behavior and deviated significantly from
those relating to the IIT course. This may be due to two main reasons, the first being that
the data processed were far less, as this course is not provided in the curriculum of one out
of three merged departments. The second potential reason is that the OS course is taken by
students in a higher semester (fourth) and therefore is more difficult.

Table 7. Performance metrics for the OS course.

Course: Operating Systems

Accuracy Recall Precision F-Measure

Neural Network 91.1% 63.0% 89.5% 73.9%
Logistic Regression 88.9% 59.3% 80.0% 68.1%

Decision Tree 91.1% 68.1% 84.4% 75.4%
XGBoost Trees 91.1% 69.6% 83.2% 75.8%
Random Forest 90.1% 52.6% 100.0% 68.9%

Gradient Boosted Trees 91.1% 64.4% 87.9% 74.4%
Generalized Linear Model

(H2O) 90.2% 74.1% 76.3% 75.2%

Naïve Bayes 81.3% 31.1% 56.0% 40.0%

By observing the results in Table 8, which depicts the consolidated performance of
both courses, the statistical difference in the F-measure for all algorithms is not important
enough to denote a clear advantage of one over another. All of them are within the range
of 91%-92%, except for naive Bayes, which can be justified by the fact that it is an algorithm
that is based on an oversimplified assumption, that is, the assumption of the statistical
independence of all input features, given the class. The prediction accuracy that was
achieved in our study is very close to that of artificial neural networks, as Wongkhamdi
and Seresangtakul [46] found, as mentioned above (93.3% accuracy).

Table 8. Performance metrics for IIT and OS courses.

Courses: Introduction Information Technology and Operating Systems

Accuracy Recall Precision F-Measure

Neural Network 94.4% 88.9% 95.1% 91.9%
Logistic Regression 94.0% 91.1% 92.2% 91.6%

Decision Tree 94.6% 88.9% 95.8% 92.2%
XGBoost Trees 94.8% 89.2% 96.1% 92.5%
Random Forest 94.6% 88.9% 95.8% 92.2%

Gradient Boosted Trees 94.8% 89.2% 96.1% 92.5%
Generalized Linear

Model (H2O) 94.4% 88.9% 95.3% 92.0%

Naïve Bayes 90.3% 94.2% 81.6% 87.5%

The research methodology for the prediction of the time required for students to pass
two basic courses of the curriculum based on two variables (student scores and number of
attempts) is described below.
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Firstly, the data were processed, and through EDA, a check was performed to better
understand the role of variables and the statistical techniques examined. Secondly, the
model was designed, and the dataset was divided into two sets using KNIME’s software
capabilities. Thirdly, the formalization of AutoML was considered to be a Combined
Algorithm Selection and Hyperparameter optimization (CASH) problem. Finally, by using
KNIME’s AutoML workflow, which includes all well-known ML algorithms, a classification
model was fit to the available training dataset. “Class” was the output variable (dependent),
which had two categories, “pass” and “fail”.

The results support our initial claim that AutoML is a new trend in data science that
can accurately train a robust classification model, can be used by data analysts and data
scientists without the need for special programming language skills, and can support
educational decisions that can lead higher education institutions towards modernizing
their modules and help students fulfill their programs in a more straightforward manner.

The trained model from AutoML can be explained in various aspects. Apart from
the confusion matrix outcome, in which the performance can be checked, recent advances
in AutoML can provide additional explainable features that can assist domain experts in
making better decisions. Such features include: (a) variable importance, in which the effect
of each independent variable is measured against the dependent one and (b) SHAP (Shapley
Additive exPlanations), a game-theory approach that explains the output of any machine
learning model by connecting optimal credit allocation with local explanations using the
traditional Shapley metric from game theory’s [53] Partial Dependence and Individual
Conditional Expectation plots, which portray the functional relationship between input
variables and predictions.

The optimal parameters of each classifier (where applicable) returned from the Au-
toML module are tabulated in Table 9 below.

Table 9. AutoML’s optimal parameters.

Algorithm Optimal Parameters

Decision Tree
Quality measure: Gini index

Maximal Depth: 8
Pruning: Yes, MDL

XGBoost Trees

Updater: Shotgun
Feature Selection: Cyclic

Lambda: 0.01
Alpha: 0.004

Top k: 5

Random Forest Number of Trees: 100
Maximal Depth: 4

Gradient Boosted Trees
Number of Trees: 90
Maximal Depth: 7

Learning Rate: 0.03

The experimental findings demonstrate that the early prognosis of students at risk
of failure can be achieved using AutoML techniques, even for a small amount of initially
collected data concerning the two courses. The extension of this research to all other courses
will lead to more accurately determining the prediction of the required graduation time
and will be addressed in our future studies. Finally, the results of our research are in
accordance with those of earlier research findings [11–13]. This statement indicates that
machine learning tools can predict the graduation performance of students and enable
universities to manage their resources in a better way [4–7,37].

5. Conclusions

In an attempt to define the contribution of the present work using AutoML for educa-
tional data analysis, we can claim that the trained model can robustly identify whether a
new student will follow a trajectory that is similar to that of past students who successfully
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passed the course(s) of interest. AutoML provides us not only with the most robust model
and the optimal associated variables but also with the most informative features from the
initial dataset. In complex educational platforms such as Moodle, where project assign-
ments, exercises, quizzes, and other intermediate factors can be measured, this functionality
could prove helpful in the early identification of reasons why a student is prone to fail and
what supportive actions could be made to help alleviate such problems.

The prediction of the time required for students to pass their courses will motivate
universities to develop educational mechanisms (summer courses and other reinforcing
teaching strategies) to decrease graduation time. The result will be a reduction in (a)
students who stagnate for several years (usually unemployed or underemployed in jobs
that are unrelated to their field of studies), (b) unemployment, and (c) the financial burden
of studies (such as student loans, sponsorships from parents, or other resources). The labor
market (firms, corporations, or industrial units), knowing the length of time required for
students to pass their courses and consequently the graduation time, can prepare their
schedules of hiring procedures in advance. In machine learning, most algorithms come
with a pre-defined set of parameters that cannot fit in all domains with optimal results.
The use of AutoML can exploit that weakness effectively and provide domains like the
task at hand with the best parameter set. Our plans for future research include the use of
hardware-accelerated AutoML characteristics in order to deal with Big Data concerning the
full curriculum of a school rather than a subset of courses.
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Appendix A

The findings from data mining through KNIME software capabilities for the courses
are described below.

Course title: Introduction Information Technology
Out of 5683 students in total, 3613 students passed this course, and 2070 did not.

Additionally, 1660 students never participated in the final exam (i.e., 80.2% out of the
2070 students who did not pass this course were inactive), while 4023 students participated
at least once (active).

Of the 2070 failing students, 1660 were inactive, and 410 (=4023 – 3613) were active.

• Out of 410 active students, 270 (66%) obtained marks within the range [3.5, 5.0), with a
grade point average of 4.0, and 139 (34%) were within the range (0.0, 3.0], with a grade
point average of 2.0.

Of the 3613 passing students:

• 1892 passed on the 1st try (52%), 959 passed on the 2nd try (27%), 443 passed on the
3rd try (12%), 203 passed on the 4th try (5.70%), 78 passed on the 5th try (2.20%),
27 passed on the 6th try (0.76%), 6 passed on the 7th try (0.17%), 2 passed on the 8th
try (0.05%), 0 passed on the 9th try (0%), and 3 passed on the 10th try (0.08%).

• 2204 (61%) students obtained marks within the range [8.0, 10.0], with a grade point
average of 8.5, and 1409 (39%) students were within the range [5.0, 8.0), with a grade
point average of 5.4.
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Out of 4023 students who participated in the final exam at least once, 3613 students
(i.e., 89.8%) passed, with a grade point average of 5.6, and 410 students (i.e., 10.2%) failed,
with a grade point average of 2.0.

Course title: Operating Systems
Out of 3369 students in total, 2695 students passed this course, and 674 did not.
In addition, 345 students never participated in the final exam (i.e., 51.2% out of the

674 students who did not pass this course were inactive), while 3024 students participated
at least once (active).

Of the 674 failing students, 345 were inactive, and 329 (=3024 − 2695) were active.

• Out of 329 active students, 224 (69%) obtained marks within the range [3.5, 5.0), with a
grade point average of 4.0, and 100 (31%) were within the range (0.0, 3.0], with a grade
point average of 1.8.

Of the 2695 passing students:

• 1714 passed on the 1st try (64%), 550 passed on the 2nd try (20%), 208 passed on
the 3rd try (8%), 120 passed on the 4th try (4.45%), 54 passed on the 5th try (2.09%),
29 passed on the 6th try (1.15%), 13 passed on the 7th try (0.55%), 3 passed on the 8th
try (0.15%), 3 passed on the 9th (0.15%), and 1 passed on the 10th try (0.04%).

• 2204 (61%) students obtained marks within the range [8.0, 10.0], with a grade point
average of 8.6, and 1409 (39%) students were within the range [5.0, 8.0), with a grade
point average of 5.6.

Out of 3024 students who participated in the final exam at least once, 2695 (i.e., 89.1%)
passed, with a grade point average of 5.8, and 329 (i.e., 10.9%) failed, with a grade point
average of 1.8.

Courses titles: Introduction Information Technology and Operating Systems
Out of 5751 students in total, 3678 students passed both courses, and 2073 did not.

Additionally, 1673 students never participated in the final exam (i.e., 80.7% out of the
2073 students who did not pass both courses were inactive), while 4078 students partici-
pated at least once (active).

Of the 2073 failing students, 1673 were inactive, and 400 (=4078 − 3678) were active.

• Out of 400 active students, 264 (66%) obtained marks within the range [3.5, 5.0), with a
grade point average of 4.0, and 136 (34%) were within the range (0.0, 3.0], with a grade
point average of 2.0.

Of the 3678 passing students:

• 422 passed on the 1st try (11.5%), 1233 passed on the 2nd try (33.5%), 830 passed on the
3rd try (22.6%), 507 passed on the 4th try (13.8%), 305 passed on the 5th try (8.35%), 160
passed on the 6th try (4.35%), 105 on the 7th try (2.9%), 56 on the 8th try (1.55%), 28 on
the 9th (0.85%), 11 passed on the 10th try (0.4%), and 21 values were missing (0.3%).

• 2207 (60%) students obtained marks within the range [8.0, 10.0], with a grade point
average of 8.6, and 1471 (40%) students were within the range [5.0, 8.0), with a grade
point average of 5.7.

Out of 4078 students who participated in final exams for both courses at least once,
3678 (i.e., 90.2%) passed, with a grade point average of 5.9, and 400 (i.e., 9.8%) failed, with
a grade point average of 2.12.
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