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Abstract: Experiments on revealed preference often use budget sets that are randomly and indepen-
dently drawn according to some criteria for each participant. However, this means that the budget
sets faced by different individuals are not the same. This paper proposes a method to control for
these differences. In particular, we control for the “power” of different budget sets by examining
the consistency of an individual’s choices relative to some simulated baseline behavior conditional
on budgets faced by the individual. We apply this methodology to two existing experimental datasets.
Our results show that failure to account for this variation results in a bias when looking directly
at measures of choice consistency and the sign of this bias depends on the measure being used.
However, controlling for this variation does not change the correlation between measures of choice
consistency and observable demographic characteristics like income and education.
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1. Introduction

The revealed preference approach has developed various “measures of choice consis-
tency” to describe how consistent an individual’s choices are with utility maximization.
Recently, experiments have made use of revealed preference methods to investigate how
choice consistency correlates with certain demographic factors. For example, Choi et al. [1]
look at how choice consistency varies with income and wealth. Cettolin et al. [2] investi-
gate the relationship between stress and consistency. Li et al. [3] look at whether medical
students have more consistent choices than the general population. In these experiments,
the method used to select budgets faced by subjects often uses random budgets that differ
for each individual. For example, Choi et al. [4] use a method to randomly select budgets
that satisfy certain criteria where the budgets are allowed to differ between subjects. This
method takes the selection of budgets outside of the hands of the researcher, but makes
it difficult to compare across subjects since the budget sets almost always differ between
subjects. We call this procedure the random budgets method.

In this paper, we take a closer look at the random budgets method and its interaction
with various measures of choice consistency. The ability of a collection of budget sets to
detect violations of utility maximization is often refered to as the “power” of the test of
rationality following the language of Bronars [5]. One caveat with the random budgets
method is that individuals have different budgets and this leads to ex-ante differences
in the power of the test. As such, it becomes difficult to assess whether one individual
is more “rational” (meaning their choices are more consistent with utility maximization)
than another since this difference may be attributed to the different budgets. Naturally,
it becomes necessary to account for this variation when comparing measures of choice
consistency across subjects.

A common method to account for different budget sets having different abilities to de-
tect choice consistency is to use methods from Bronars [5]. Bronars [5] proposes to compare
whether an individual’s choices are “more rational” than random choices made from the
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budgets. Experiments using the random budget method currently use a variation of the pro-
cedure from [5]. We call the existing method a random budgets benchmark. This benchmark
compares a subject’s choice consistency to a large distribution of simulated individuals who
choose randomly and uniformly over random budgets selected using the same criteria as the
experiment (examples include Choi et al. [1], Cettolin et al. [2], Li et al. [3], Choi et al. [6]).
This means that the budgets for the simulated individuals are different from the ones
observed by the subjects. Thus, from the logic above, the simulations are not directly
comparable to the subjects. We propose a different way to account for the variation of
budget sets using the individual budgets benchmark. Under this benchmark, we perform the
Bronars comparison for each subject by simulating individuals who choose randomly and
uniformly over the same budgets faced by the subject. This method corrects for the budgets
an individual faces and we can compare individual behavior relative to their individual
level benchmarks. For example, we can compare relative percentile ranks for different
measures of choice consistency across subjects.

As an application, we compare the random budgets benchmark to the individual
budgets benchmark using the datasets of Choi et al. [6] and Choi et al. [1]. Both datasets
were generated by an experiment to elicit risk preferences. For the purposes of this paper,
we focus on two measures of choice consistency: the critical cost efficiency index (CCEI) [7]
and the Houtman-Maks index (HMI) [8]. The CCEI looks at the degree to which budgets
need to be perturbed for choices to be consistent with utility maximization. The HMI looks
at the maximal subset of the budgets that is consistent with utility maximization.

We find that the random budgets benchmark leads to bias relative to the individual
budgets benchmark. Furthermore, the sign of the bias is sensitive to the measure of choice
consistency. For the Choi et al. [6] dataset, we observe that average CCEIs under the
random budgets benchmark is lower compared to those simulated under our individual
budgets benchmark. This implies that there is an upward bias when comparing the CCEIs
under the random budgets benchmark. Thus, not accounting for the individual’s budgets
suggests that individuals are more consistent than they are for their budgets. For HMI, we
find the opposite result. Here, the average random budgets benchmark for HMI is higher
than average individual budgets benchmark. Thus, using the random budgets benchmark
suggests that individuals are less rational than they are relative to the budgets they faced
in the experiment. Qualitatively, we observe similar results for the Choi et al. [1] dataset
when looking at the HMI. In contrast, for the Choi et al. [1] dataset the random budgets
benchmark of CCEI is almost centered around the average individual benchmarks which
leads to no obvious bias.

We also examine how these methods might affect correlation between choice consis-
tency and socio-economic indicators. One concern is that the correlation between choice
consistency and observable characteristics may be driven by noise when using the ran-
dom budget method. The reason for this concern is that correlations might result from
the omitted variable of how likely the random budget sets can detect choice consistency.
Theoretically, these results should be independent of individual co-variates, but when
a study has a small sample of individuals or a small number of budget sets this could
occur. We investigate whether controlling for the benchmark ability of budgets to detect
choice consistency affects the correlations between individual choice consistency and ob-
served demographic characteristics. Using data from Choi et al. [1] with 1182 individuals
and 25 budget sets, we find that the average individual budget benchmark CCEI (HMI)
is positively correlated with an individual’s CCEI (HMI). However, controlling for the
average individual budget benchmark has no affect on correlations between demographic
characteristics and measures of choice consistency. Our results provide evidence suggesting
that the random budget method can be used to examine correlations between individual
choice consistency and observable characteristics even when there are only 25 budget sets.

This paper adds to the body of literature that focuses on application and interpretation
of revealed preference tests (see Crawford and De Rock [9] for a survey). Recent develop-
ments have focused on incorporating the power of revealed preference tests in empirical
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analysis using a measure of predictive success introduced in Beatty and Crawford [10].
Andreoni et al. [11] expand on the Bronars power index and introduce additional power
measures that use observed choices to generate the data generating process for the simu-
lated random choices. Demuynck [12] provides ways to conduct statistical inference with
such measures on a population of subjects. Our individual budgets benchmark is similar
in flavor to the measure of predictive success from Beatty and Crawford [10] and can be
expanded to incorporate power measures outlined in Andreoni et al. [11]. Lastly, there is
a notable paper by Costa-Gomes et al. [13] where individuals face the same budget sets,
but the budget sets where individuals make a choice can differ between individuals since
they are not forced to make every choice. In this case, Costa-Gomes et al. [13] perform
a Bronar’s correction based on the budget sets where individuals made choices. This is
similar to the individual budgets benchmark.

The rest of the paper is structured as follows. Section 2 presents the model, measures
of choice consistency, and the power of revealed preference tests. Section 3 discusses
the problem of random budgets and defines the random budget and individual budget
benchmarks. Section 4 presents some applications to existing datasets. Section 5 provides
our final remarks.

2. Model and Measures of Choice Consistency

We focus on the revealed preference framework for demand from Afriat [7] and
Varian [14]. Consider a decision maker (DM) who chooses consumption bundles x ∈ RN

+ of
N ≥ 1 goods from a linear budget set with prices p ∈ RN

++. Define the dataset of the DM’s
chosen consumption bundle xt at prices pt by D = {(xt, pt)}T

t=1. We say that the dataset is
rationalized by utility maximization when there exists some utility function u : RN

+ → R
such that, for all t, if pt · xt ≥ pt · x, then u(xt) ≥ u(x). Intuitively, a dataset is rationalized
by utility maximization when there exists a utility function where each chosen bundle
provides a weakly higher utility than the other feasible bundles. Similar to other work on
revealed preference, we assume that the utility function is locally non-satiated (a utility
function is locally non-satiated when for every bundle x and for every ε > 0, there exists a
bundle y such that ||x− y|| ≤ ε and u(y) > u(x)).

Definition 1 (Direct Revealed Preference). A bundle xt is directly revealed preferred to bundle
x, written xt �R x when pt · xt ≥ pt · x. A bundle xt is strictly directly revealed preferred to
bundle x, written xt �R x, when pt · xt > pt · x.

Intuitively, when xt is chosen at prices pt and x is affordable, i.e., pt · xt ≥ pt · x
(pt · xt > pt · x), then it must be the case that xt is (strictly) preferred to x. We define
(indirect) revealed preference as follows:

Definition 2 (Revealed Preference). A bundle xt is revealed preferred to x when there is a
sequence of observations {xtm}M

m=1 such that xt �R xt1 , xt1 �R xt2 , . . . , xtM �R x.

The revealed preference relation is the transitive closure of the direct revealed prefer-
ence relation. Note that being directly revealed preferred is a special case of the revealed
preference relation. We define the generalized axiom of revealed preference (GARP) below.

Definition 3 (GARP). Dataset D satisfies GARP if for every pair of observations (xt, xt̃), if xt is
revealed preferred to xt̃, then it is not the case that xt̃ �R xt.

GARP essentially rules out all possible violations of transitivity on observed data with
respect to the revealed preference relation. Varian [14] shows that consistency with utility
maximization is equivalent to a dataset satisfying GARP. The result is recorded below.

Proposition 1 (Varian [14]). Dataset D can be rationalized by a locally non-satiated utility
function if and only if D satisfies GARP.
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2.1. Measures of Choice Consistency

While Varian’s result is useful, it does not allow us to distinguish which datasets are
“farther away” from utility maximization. This is important because empirical evidence
suggests that choices exhibit violations of GARP. To address this problem, many “measures”
of choice consistency have been developed to capture the severity of GARP violations ob-
served in the data. We focus on two measures that are most often used: Afriat’s critical cost
efficiency index (CCEI) [7], and Houtman-Maks index (HMI) [8]. Other inconsistency mea-
sures used in applied work are the inconsistency index from Varian [15], the money pump
index from Echenique et al. [16], and the minimum cost index from Dean and Martin [17].
We discuss the CCEI and HMI in detail. We follow the integer programming approach
from Demuynck and Rehbeck [18] to construct and compute these measures.

2.1.1. CCEI

The CCEI measures the amount that each budget has to be adjusted to ensure that
the dataset is consistent with GARP. Formally, let e ∈ [0, 1]. We define the relaxed revealed
preference relations below.

Definition 4 (Relaxed Revealed Preference). A bundle xt is relaxed directly revealed preferred
to x, written xt �R(e) x, when ept · xt ≥ pt · x. A bundle xt is relaxed strictly directly revealed
preferred to x, written xt �R(e) x, when ept · xt > pt · x. The relaxed revealed preference relation
is the transitive closure of �R(e).

The CCEI is calculated as follows:

CCEI(D) = sup
e∈[0,1]

e

such that �R(e) satisfies GARP

Intuitively, the higher the value for e, the lower the adjustment of budgets needed for
the data to satisfy GARP. When the CCEI is one, the dataset either satisfies GARP so it is
rationalizable by some locally non-satiated utility function or the violation can be made
arbitrarily small (see Murphy and Banerjee [19] for a discussion on an arbitrarily small
deviation when the CCEI is one).

2.1.2. HMI

The HMI calculates the maximal subset of the data that is consistent with GARP.
Formally, denote B ⊆ D to be a subset of observations within the data. The HMI can be
calculated as follows:

HMI(D) = max
B⊆D

T

∑
t=1

1{(xt, pt) ∈ B}

such that B satisfies GARP

where 1 is an indicator function that is one when (xt, pt) is included in the subset B that
rationalizes the dataset and is zero otherwise. The HMI is a measure of how consistent a
dataset is with GARP since individuals who have more choices consistent with GARP will
have a larger HMI. An HMI of T indicates that the entire dataset satisfies GARP and can be
rationalized by a locally non-satiated utility function.

2.1.3. Power of Revealed Preference Tests

One major issue with revealed preference work is that it is difficult to know whether
the test has “power” to detect violations. In particular, the structure of the budget sets
determines (to some extent) whether violations of GARP can occur and the size of the
violation. The experimental literature has focused on using variations of the Bronars
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measure to calculate the power of a revealed preference test [5]. The idea behind the
Bronars measure is to compare the number of GARP violations under the assumption that
bundles are chosen randomly from the observed budget sets (see Andreoni et al. [11] for a
discussion on different power measures and different computational methods of calculating
the Bronars measure).

3. Random Budget Method and Obstacles

Many revealed preference experiments randomly generate budgets for subjects where
budgets often differ for each subject (see, for example Choi et al. [1], Cettolin et al. [2], Li
et al. [3], Choi et al. [6]). Under this design, each subject faces a sequence of budget sets
that have been randomly and independently chosen from a collection of linear budget sets
that satisfy certain properties. For the two good case that much of the literature focuses on,
the budgets are drawn randomly from the class of budget sets that cross the horizontal-axis
between some interval (x, x) and cross the vertical-axis between some interval (y, y). This
methodology has been used to investigate choice under uncertainty [1,6], to investigate
social preferences [3,20] and to analyze the effect of stress on rationality [2].

The random budgets method makes it difficult to compare choice consistency across
individual participants since it is unlikely for two individuals to make decisions over
identical budget sets. However, the power to detect violations of GARP is driven by the
structure of the budget sets. Since budgets sets are different for each participant, there is
a large degree of variation in the power to detect GARP violations. Thus, it is difficult to
say whether one individual is more “rational” than another. For example, the difference in
rationality may be driven by the fact that the budget sets of the “more rational” individual
have lower power to detect violations of GARP.

To illustrate an extreme case of this issue, consider the following example of a two
good, two budget decision problem in which budgets are drawn randomly as explained
above. Figure 1 shows two such budget sets.

(a) (b)

Figure 1. Example Budget Sets. (a) Set 1, (b) Set 2.

A subject facing the budget sets in Figure 1a has an opportunity to violate GARP since
the budget sets cross. On the other hand, a subject facing the budget sets in Figure 1b is
never going to violate GARP. Thus, ex-ante we expect subjects facing budgets in Figure 1a
to have more GARP violations than subjects who choose from budgets in Figure 1b. This
means that it would be incorrect to conclude that a subject facing budgets in Figure 1a is
less rational than a subject who chose from budgets in Figure 1b since by chance the latter
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budget can never produce a violation of GARP. We note that as individuals face a larger
number of random budgets, such an extreme case as seen in Figure 1 is unlikely to occur.

To account for power, experiments using random budgets such as [6,20] adopt, what
we call, the random budgets benchmark. The method proceeds as follows:

1. Generate a set of random budgets using the same procedure as the experiment;
2. Simulate uniform choices over each budget;
3. Compute and record the measure of choice consistency;
4. Repeat steps 1–3 to create a distribution with S simulated individuals
5. Compare each individual’s measure of choice consistency to the simulated distribution

from 4.

The key point in this method is that budgets for the simulated individuals are chosen in
the same manner as that for the participants. In particular, the budgets are chosen randomly
and independently of the budgets in the simulation and the budgets of participants. Thus,
each round of the simulation has a different set of budgets and a different power to
detect violations of GARP. As such, the simulations are not necessarily comparable to
the participants.

Correcting for Random Budgets

The nature of the random budgets method does not allow for a clean comparison of
choice consistency across different participants. Some budget sets may have low power
to detect violations of GARP compared to others. As such, we need a way to account for
this variation across different budget sets when comparing individual choice consistency.
The random budgets benchmark is not appropriate since the simulated budgets are not
the same as those faced by the participants. We later show this can bias how rational
subjects are deemed by the measure of choice consistency after correcting for power of the
budget set.

We propose an alternative approach which we call the individual budgets benchmark.
Here, we propose to use the budgets faced by each individual to produce a set of simulated
subjects to compute a baseline measure of the power to detect GARP violations. The
method proceeds as follows:

1. Generate budgets used by the ith individual;
2. Simulate uniform choices over each budget;
3. Compute and record the measure of choice consistency;
4. Repeat steps 2–3 to create a distribution with S simulated individuals
5. Compare the ith individual’s measure of choice consistency to the simulated distribu-

tion from 4.
6. Repeat steps 1–5 for each individual

For an example of how to compare measures of choice consistency across individuals,
we compute the percentile rank of choice consistency relative to the distribution generated
by the individual budgets benchmark. This provides a normalization that corrects for
the power of the budget sets faced by each individual and is in comparable units. By
conducting the individual budgets benchmark, we effectively determine how rational an
individual is relative to the benchmark power of their budget sets. An alternative method to
compare across individuals is to use the measure of predictive success (m = r− a) proposed
by Beatty and Crawford [10] where r is the individual’s measure of choice consistency and
a as the average measure generated by the individual budgets benchmark.

In the next section, we apply this methodology to two existing datasets and compare
the results to the random budgets benchmark used in the experimental literature.

4. Applications

We focus on datasets from Choi et al. [6] (henceforth CFGK) and Choi et al. [1]
(henceforth CKMS). The experimental procedures for both papers follow those outlined in
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Choi et al. [4]. Each experiment consists of multiple independent and identical rounds (50
for CFGK and 25 for CKMS) of decision making under uncertainty.

In each round, subjects are shown a two-dimensional graph with a budget line and
asked to allocate tokens between two accounts x (represented on the horizontal-axis) and y
(represented on the vertical-axis). Subjects choose an allocation by picking a point on the
budget line for each round. At the end of the experiment, the computer randomly selects
one budget and randomly selects an account to pay the subject. For CKMS and the symmetric
treatment of CFGK, each account was equally likely to be selected. For the asymmetric
treatments of CFGK, one account had a 1/3 chance of being selected. One interpretation of
this decision problem is that of allocating assets between two Arrow securities.

The key feature of this experimental design is that the budgets in each round are
drawn randomly from a set of available budgets. For each round, the computer randomly
selects a budget set that satisfies two properties:

1. The budget line crosses one axis at or above 50 tokens and;
2. The budget line crosses both axes at or below 100 tokens.

This randomization is done independent of the budgets chosen within each round and
independent of the budgets chosen for other subjects. As a result, there is a large degree of
variation in the choice problems across subjects which creates problems when comparing
across individual subjects.

As a first step, we follow CFGK and CKMS, and compare each subject to the random
budgets benchmark. We simulate 25,000 individuals who randomly and uniformly choose
allocations over budget sets that have been randomly selected following the same criteria
outlined above. We compare each individual subject to this distribution of simulated
individuals.

However, as mentioned earlier, this method faces a drawback in that the simulated
individuals’ budget sets are randomly chosen independent of one another. To account
for this, we compare each individual subject to the individual budgets benchmark. For each
subject, we simulate 500 individuals who randomly and uniformly choose allocations from
the same budget sets that the subject faces.

4.1. Results for CFGK

The experiment was conducted at UC Berkeley’s Experimental Social Science Lab-
oratory. Data was collected on 93 subjects recruited from UC Berkeley’s undergraduate
student population and staff.

Figure 2 shows how the two benchmarks fare for the CCEI. Figure 2a shows the his-
togram of averages of the simulated CCEIs. Specifically, the histogram plots the distribution
of the averages of the CCEIs (for each subject) simulated under the individual budgets
benchmark. There is considerable variation in the simulated CCEIs, with the averages
ranging from 0.58 to 0.72. The vertical line represents the average for the 25,000 simulations
conducted under the random budgets benchmark which is approximately 0.605. We find
that the random budgets leads to a lower average CCEI compared to the individual budgets.
This implies that the budgets faced by individual subjects are on average more permissive
than can be captured by the random budgets benchmark. Essentially, a simulated indi-
vidual requires smaller perturbations in their budgets to satisfy GARP. This indicates that
subjects are less rational than the random budget benchmark suggests.

This bias is further captured in Figure 2b which plots the empirical CDFs of each
individual subject’s percentile rank under both benchmarks. Specifically, we calculate the
percentile rank of each individual subject’s CCEI with respect to the distribution of the
CCEIs generated by the 25,000 random simulations under the random budget and with
respect to the 500 simulations using the same budget sets as the individual. A percentile of
X indicates that the subject’s CCEI is higher than X% of the simulated population. While
around 85% of the subjects fall in the 95+ percentile under both benchmarks, we do observe
a discrepancy for the remaining population of subjects. In particular, we find percentile
ranks to be lower under the individual budgets benchmark compared to random budgets
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benchmark, a finding consistent with the fact that the individual budgets benchmark have
(on average) a higher CCEI. The two distributions are significantly different as indicated by
a Wilcoxon signed-rank matched pairs test having a p-value of 0.0117.

(a) (b)

Figure 2. Simulation results for CCEI (CFGK). (a) Histogram, (b) Percentile Ranks.

Figure 3 shows the comparison for the two benchmarks for the HMI. Average HMIs
under the individual budget benchmarks range from 32.7 to slightly above 36. We observe
that the random budgets benchmark results in a higher average HMI (approximately
36.4) compared to the average HMIs generated using the individual budget benchmark.
This implies that, on average, the random budget benchmark leads to fewer violations
of GARP, compared to the individual budgets benchmark. This indicates that subjects
are more rational than suggested by the random budgets benchmark. This is supported
in Figure 3b which shows that the CDF of HMI percentile ranks under the individual
budgets benchmark first order stochastically dominates the CDF under the random budgets
benchmark. Percentile ranks for almost 10% of the subject population are higher under
the individual budgets benchmark. The two distributions are significantly different as
indicated by a Wilcoxon signed-rank matched pairs test having a p-value of 0.0156.

(a) (b)

Figure 3. Simulation results for HMI (CFGK). (a) Histogram, (b) Percentile Ranks.
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4.2. Results for CKMS

The dataset contains observations for 1182 subjects recruited from the CentERpanel,
an online survey of individuals in the Netherlands. Each subject faced twenty-five random
budgets. The data also contains additional demographic characteristics of the recruited
subjects. Demographics include: gender; age; education level; monthly household income;
type of occupation and household composition variables (partner and number of children)
(for details, see Choi et al. [1]).

Figure 4 shows how the two benchmarks compare with respect to the CCEI. The
histogram in Figure 4a shows that the average CCEIs under the individual budgets bench-
mark range from 0.64 to 0.82. The distribution of the individual budgets benchmark has
more mass below the average CCEI from the random budgets benchmark. This downward
bias suggests subjects are slightly more rational than suggested by the random budgets
benchmark. This fact is evidenced by the empirical distribution of subject’s percentile ranks
in Figure 4b. Percentile ranks under the individual budgets benchmarks are slightly higher
on average. The two distributions are significantly different as indicated by a Wilcoxon
signed-rank matched pairs test having a p-value < 0.0001.

(a) (b)

Figure 4. Simulation results for CCEI (CKMS). (a) Histogram, (b) Percentile Ranks.

Figure 5 shows the comparison with respect to HMI. We find qualitatively similar
results to those from CFGK. Average HMI under the individual budgets benchmarks range
from 17.5 to 21 as shown in Figure 5a. The average of the distribution of the random budgets
benchmark is higher than most of the individual budget benchmarks. Thus, on average,
the random budget simulations generate fewer violations of GARP. This means that subjects
are, on average, more rational than captured by the random budget benchmark. This can
also be seen by observing that the percentile ranks of individual subjects with respect to the
individual budgets benchmarks first order stochastically dominates the percentiles under
the random budgets benchmarks in Figure 5b. The two distributions are significantly differ-
ent as indicated by a Wilcoxon signed-rank matched pairs test having a p-value < 0.0001.
We note that the step function of the random generated budget benchmark occurs here
since there is little variation in the HMI across random budgets which leads to a clustering
in the percentile ranks.
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(a) (b)

Figure 5. Simulation Results for HMI (CKMS). (a) Histogram, (b) Percentile Ranks.

Correlation with Observable Characteristics

Several revealed preference experiments using random budgets have tried to find
correlations between measures of choice consistency and observable socio-economic indi-
cators. For example, Choi et al. [1] establish a relationship between measures of wealth
and choice consistency. Cettolin et al. [2] find measures of choice consistency are related
to stress. Li et al. [3] compare choice consistency across medical students and the general
population. One concern with using the random budgets method when looking for these
correlations is that it is possible that observable characteristics might be picking up the
random difference of power to reject GARP that results from different budgets. We expect
this to be an issue when either there are a small number of budget sets or a small number
of individuals. Thus, one should control for this variation when looking for correlations
of choice consistency with observable characteristics. Dean and Martin [17] raise a similar
point in using raw values for comparing measures of choice consistency. Using household
consumption data, they show that accounting for this variation in budgets (by means of
the measure of predictive success of [10]) can lead to more pronounced correlations and/or
reverse the signs of the relationship.

To check whether the random budget method introduces noise picked up by observ-
able characteristics, we conduct a regression analysis in a similar fashion to that of CMKS.
We examine whether a subject’s choice consistency is correlated with their corresponding
individual budget benchmark average. We also study whether or not this correlation
can affect the relationship between an individual’s socio-economic indicators and choice
consistency. We recall that this study has 1182 individuals and 25 budget sets. Thus, we
are examining whether 25 random budget sets is enough to ensure the noise from random
budgets ability to detect GARP violations is small.

Table 1 shows OLS regression results for CCEI. Omitted categorical variables include:
male; ages below 35; low education; household income below D2500; occupation retired;
no partner and no children. Column 1 regresses a subject’s CCEI on the average of the
simulated CCEIs following the individual budgets benchmark. As expected, we observe
a strong positive correlation: the more permissive the budget sets faced by a subject, the
higher their CCEI. Column 2 regresses a subject’s CCEI on their socio-economic indicators.
Column 3 expands on column 2 by controlling for the simulated CCEIs. We find the same
strong positive correlation between an individual’s CCEI and the simulated CCEI. Further-
more, we observe virtually no change in the coefficients for all demographic variables nor
in their statistical significance. Coefficients on Female, Age 50–64, Age 65+, High Education,
Income D5000+, Housework and Partner all have p-values less than 0.05 in both Columns 2
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and 3. This makes sense seeing how the simulated CCEIs are essentially random noise and
are thus uncorrelated with any of the demographic indicators.

Table 1. Regressions with CCEI.

(1) (2) (3)
CCEI CCEI CCEI

Sim CCEI Avg 0.38 0.39
(0.15) (0.15)

Female −0.024 −0.024
(0.0089) (0.0089)

Age 35–49 −0.016 −0.017
(0.011) (0.011)

Age 50–64 −0.052 −0.053
(0.011) (0.011)

Age 65+ −0.052 −0.054
(0.020) (0.020)

Medium education 0.0090 0.0086
(0.011) (0.011)

High education 0.026 0.026
(0.011) (0.011)

Income D2500–3499 0.026 0.025
(0.012) (0.012)

Income D3500–4999 0.020 0.020
(0.013) (0.013)

Income D5000+ 0.033 0.033
(0.014) (0.014)

Paid work 0.028 0.027
(0.018) (0.018)

House work 0.046 0.045
(0.021) (0.021)

Other 0.037 0.036
(0.019) (0.019)

Partner −0.026 −0.026
(0.011) (0.011)

# Children 0.00069 0.00039
(0.0042) (0.0042)

Constant 0.61 0.89 0.61
(0.11) (0.022) (0.11)

Observations 1182 1182 1182
Adjusted R2 0.00 0.06 0.06

Robust standard errors in parentheses.

Table 2 shows the results using the same regression specifications for HMI. The omitted
variables are the same as those in the other regressions. Qualitatively, the results are the
same. We observe a strong positive correlation between an individual’s HMI and the
simulated average. Furthermore, controlling for the simulated average has no effect on
any existing correlation between the HMI and the demographic indicators. Coefficients on
Female, Age 50–64, Age 65+, High Education, Paid work, House work, Other and Partner
all have p-values less than 0.05 in both Columns 2 and 3.
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Table 2. Regressions with HMI.

(1) (2) (3)
HMI HMI HMI

Sim HMI Avg 0.50 0.47
(0.17) (0.16)

Female −0.39 −0.37
(0.14) (0.14)

Age 35–49 −0.28 −0.27
(0.20) (0.20)

Age 50–64 −0.93 −0.91
(0.19) (0.19)

Age 65+ −0.75 −0.71
(0.31) (0.31)

Medium education 0.31 0.33
(0.17) (0.17)

High education 0.69 0.72
(0.18) (0.18)

Income D2500–3499 0.19 0.20
(0.19) (0.19)

Income D3500–4999 0.11 0.097
(0.20) (0.20)

Income D5000+ 0.28 0.25
(0.22) (0.21)

Paid work 0.62 0.62
(0.27) (0.27)

House work 0.98 0.96
(0.31) (0.31)

Other 0.86 0.90
(0.29) (0.29)

Partner −0.39 −0.36
(0.18) (0.18)

# Children −0.023 −0.024
(0.070) (0.070)

Constant 12.6 22.2 13.1
(3.20) (0.36) (3.18)

Observations 1182 1182 1182
Adjusted R2 0.01 0.07 0.07

Robust standard errors in parentheses.

5. Conclusions

We provide a method to account for the variation in the budget sets when comparing
measures of choice consistency across subjects in revealed preference experiments using
random budgets and apply this methodology to two existing experimental datasets. Our
results suggest that the random budgets method results in a bias when evaluating how
rational individual choices appear. We also show that the variation from random budgets
does not affect any correlations with demographic variables as predicted by theory.

One thing which is interesting to note is that the average measure of choice consistency
from the random budgets benchmark does not fall near the average of the individual
budgets benchmark. The reason for this is that while there is a large number of budgets
sampled, there is only one choice sampled from each budget. Thus, there is a small sample
issue since we are getting a biased sense of the power of each set of budgets drawn. An
alternative method which would alleviate this problem is to draw more simulated choices
from each set of random budgets. However, we note that this is not the method that has
been used in the previous research and would still involve comparing individual choice
consistency to the power of budgets that individuals were unlikely to face.

Another thing of note is that some of these issues could be eliminated by changing
the method used to generate budgets. For example, an ex-ante random budget method where
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budgets are randomly drawn according to some criteria ex-ante and that are the same for
all individuals would not have this problem. The reason for this is that all individuals
would have the same budgets and the power of the test would be guaranteed to be the
same. One could filter out situations like that of Figure 1b in the budget selection criteria to
improve the power of the random budgets. We note that other papers (see e.g., Andreoni
and Miller [21], Andreoni and Harbaugh [22]) have chosen non-randomly budgets ex-ante
to be the same across subjects to examine certain comparative statics. We note that the
ex-ante random budget method could still facilitate an analysis of comparative statics. For
example, the criteria in the ex-ante randomization could first pick a random endowment
point, then select five different prices that pivot around the endowment, and finally pick
enough endowment points to achieve a power that the researcher deems high enough.

There are a couple of avenues for future research. Firstly, it remains to be seen how
sensitive the individual budgets benchmark is to the number of budgets being simulated.
Secondly, our benchmark is based on using the method of uniform random sampling
Bronars [5] to conduct simulations. Recently, Andreoni et al. [11] develop additional
power measures that use the observed choice data to construct the distribution for the data
generating process. It is relatively straightforward to incorporate their methodology into
our benchmark.
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13. Costa-Gomes, M.; Cueva, C.; Gerasimou, G.; Tejiščák, M. Choice, deferral and consistency. Forthcoming in Quantitative Economics;
forthcoming.

14. Varian, H.R. The nonparametric approach to demand analysis. Econometrica 1982, 50, 945–973. [CrossRef]
15. Varian, H.R. Goodness-of-fit in optimizing models. J. Econom. 1990, 46, 125–140. [CrossRef]
16. Echenique, F.; Lee, S.; Shum, M. The money pump as a measure of revealed preference violations. J. Political Econ. 2011,

119, 1201–1223. [CrossRef]
17. Dean, M.; Martin, D. Measuring rationality with the minimum cost of revealed preference violations. Rev. Econ. Stat. 2016,

98, 524–534. [CrossRef]
18. Demuynck, T.; Rehbeck, J. Computing Revealed Preference Goodness-of-Fit Measures with Integer Programming; Working Paper;

ECARES: Brussels, Belgium, 2021.
19. Murphy, J.H.; Banerjee, S. A caveat for the application of the critical cost efficiency index in induced budget experiments. Exp.

Econ. 2015, 18, 356–365. [CrossRef]
20. Fisman, R.; Jakiela, P.; Kariv, S.; Markovits, D. The distributional preferences of an elite. Science 2015, 349. [CrossRef] [PubMed]
21. Andreoni, J.; Miller, J. Giving according to GARP: An experimental test of the consistency of preferences for altruism. Econometrica

2002, 70, 737–753. [CrossRef]
22. Andreoni, J.; Harbaugh, W. Unexpected Utility: Experimental Tests of Five Key Questions about Preferences over Risk; University of

Oregon: Eugene, OR, USA, 2009.

http://dx.doi.org/10.2307/1912771
http://dx.doi.org/10.1016/0304-4076(90)90051-T
http://dx.doi.org/10.1086/665011
http://dx.doi.org/10.1162/REST_a_00542
http://dx.doi.org/10.1007/s10683-014-9407-y
http://dx.doi.org/10.1126/science.aab0096
http://www.ncbi.nlm.nih.gov/pubmed/26383958
http://dx.doi.org/10.1111/1468-0262.00302

	Introduction
	Model and Measures of Choice Consistency
	Measures of Choice Consistency
	CCEI
	HMI
	Power of Revealed Preference Tests


	Random Budget Method and Obstacles
	Applications
	Results for CFGK
	Results for CKMS

	Conclusions
	References

