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Abstract: Due to the massive surge in the world population, the agriculture cycle expansion is nec-

essary to accommodate the anticipated demand. However, this expansion is challenged by weed 

invasion, a detrimental factor for agricultural production and quality. Therefore, an accurate, auto-

matic, low-cost, environment-friendly, and real-time weed detection technique is required to control 

weeds on fields. Furthermore, automating the weed classification process according to growth 

stages is crucial for using appropriate weed controlling techniques, which represents a gap of re-

search. The main focus of the undertaken research described in this paper is on providing a feasi-

bility study for the agriculture community using recent deep-learning models to address this gap of 

research on classification of weed growth stages. For this paper we used a drone to collect a dataset 

of four weed (Consolida Regalis) growth stages. In addition, we developed and trained one-stage and 

two-stage models YOLOv5, RetinaNet (with Resnet-101-FPN, Resnet-50-FPN backbones) and Faster 

R-CNN (with Resnet-101-DC5, Resnet-101-FPN, Resnet-50-FPN backbones), respectively. The re-

sults show that the generated Yolov5-small model succeeds in detecting weeds and classifying weed 

growth stages in real time with the highest recall of 0.794. RetinaNet with ResNet-101-FPN backbone 

shows accurate results in the testing phase (average precision of 87.457). Although Yolov5-large 

showed the highest precision in classifying almost all weed growth stages, Yolov5-large could not 

detect all objects in tested images. Overall, RetinaNet with ResNet-101-FPN backbones shows accu-

rate and high precision, whereas Yolov5-small shows the shortest inference time in real time for 

detecting a weed and classifying its growth stages. 

Keywords: deep learning; weed detection; weed growth stage detection; YOLOv5; faster R-CNN; 

RetinaNet; precision farming; machine vision 

 

1. Introduction 

By 2050, the world population is projected to increase to 9 billion. As a result of this 

expansion, the agriculture production is necessarily expected to increase to up to 70% to 

cope with the world population demand [1]. However, the increase in the agriculture pro-

duction encounters a considerable number of challenges, such as climate change, pests, 

and weeds [2]. Swanton et al. define weeds as undesirable plants that compete with crops 

for water, nutrition, sunlight, and space [3]. Additionally, weeds are severely affecting the 

quality and value of crops [4]. According to many studies, weeds cause significant eco-

nomic losses that reach around 33 billion US dollars annually in the United States of 

America’s economy [5] and 11 billion US dollars in India [6]. Since weeds affect the quality 

of crops, farmers take measures to control the spread of weeds in fields by applying dif-

ferent management techniques including using chemicals [7]. Controlling weeds by 

spraying herbicides in all fields is an effective solution to reduce the damages caused by 

weeds. However, herbicides have a harmful influence on the health of people, plants, soil, 

animals, and pollute the environment in general [8,9]. One study [10] recommended the 

use of sensitive variable-spraying methods which use specific types of herbicides over the 
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weeds in specific growth stages to minimize the health and pollution problems caused by 

spraying chemicals all over the fields. Even though selective spraying methods seem to 

be an efficient weed controlling solution, these methods require a great deal of time and 

hard manual labor. Automating the process of controlling weeds and selective spraying 

of chemicals can reduce the required time, labor cost, and the amount of used herbicides 
[11]. 

Several studies have been conducted in automating weed detection and classifica-

tion. These conducted studies used two approaches: image-processing-based techniques 

[12–18] and a model-based approach. For the model-based approach, two types of tech-

niques are included: machine-learning (ML) techniques and deep-learning (DL) tech-

niques. 

Table 1 below summarizes studies [12–18] conducted in detecting weeds using image 

processing techniques, along with the pre-processing techniques and method/program-

ming language used in each study. 

Table 1. Weed-detection-related work using image processing techniques. 

Ref. Pre-Processing 
Programming  

Language/Method 

[12] Color segmentation, edge detection and filtering. MATLAB 

[13] 

Selecting YCrCb color space and Cg component,  

calculating the line in the middle of crop, calculating 

minimum error ratio of Bayesian decision. 

Bayesian decision 

[14] 
Color segmentation, dividing images into horizontal 

strips, creating component vector for each strip. 
C++ 

[15] Edge detection, background subtraction. MATLAB 

[16] 

Analyzing differences in spectral reflectance between 

vegetation and soil, image segmentation using  

morphological dilation. 

Bayes Rule and the k-

Nearest Neighbor (KNN) 

[17] 
Subtracting the green parts in the image, filtering using 

medium and morphological filters. 
MATLAB 

[18] Background removal, RGB images acquisition. Two suggested equations 

Even though the studies utilized image processing techniques for detecting weeds 

that showed sufficient accuracy, these studies suffered from multiple limitations: (1) fre-

quent adjustment in several parameters, especially a threshold in the image segmentation 

pre-processing step, (2) high similarity between crop and weed features, (3) manual weed 

features extraction by experts, (4) computational complexity, and (5) very low accuracy in 

real-time weed detection. 

Because of the improvements in image processing techniques and presentation of 

low-cost camera devices, many ML models for weed detection and classification have 

been developed. Table 2 below shows different studies [19–26] which used ML techniques 

to detect and classify weeds, and presents the extracted features/segmentation method 

and best result for each study. 

Table 2. Weed-detection-related work using ML techniques. 

Ref. Extracted Features/Segmentation Method  Models Best Result 

[19] Local binary pattern (LBP) segmentation. Support Vector Machine (SVM) Not mentioned 

[20] 

Vegetation indices for color features extraction, 

gray level co-occurrence matrices (GLCM),  

Gabor filters. 

SVM, Random Forest (RF) Mahalanobis 

Classifier (MC), KNN 

F1_score = 88% by 

SVM model 
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[21] 
Three spectral bands of Red, Green,  

Near Infrared (NIR), texture layer. 

Supervised Kohonen Network (SKN), 

Counter-propagation Artificial Neural 

Network (CP-ANN), XY-Fusion network 

(XY-F) 

Accuracy = 98.87% by 

CP-ANN model 

[22] Spectral reflectance. 

Mixture of Gaussians (MOG), one-class 

self-organizing map (SOM) classifiers, 

one-class SVM 

Performance = 31–98% 

by MOG model 

[23] 
Linear binary patterns, BRISK, 

Fourier analysis, watershed. 

SVM, linear discriminants KNN, meta-

classifier combinations 

SVM model showed 

best result 

[24] 

Color-based segmentation, watershed  

segmentation, edge-based segmentation,  

Hu moments for analyzing leaf shape. 

RF Accuracy = 95% by RF. 

[25] 
Converting images to orthomosaic images,  

extracting RGB-band reflectance. 
RF, SVM, KNN Accuracy = 96% by RF. 

[26] 
185 spectral features (including reflectance and 

vegetation index features). 
RF 

Precision = 94%  

in detecting crops, and 

95.9% in detecting 

weeds. 

Despite the noteworthy accuracy showed by these generated models using ML tech-

niques, these studies reported a number of limitations. Similar to the image processing 

techniques for detecting weeds, ML models of weed detection suffered from the similarity 

of extracted features between crop and weeds, as well as the manual feature choosing and 

extraction. In addition, ML models for detecting weeds require large training data and 

result in false weed detection in the testing phase. 

Convolutional Neural Network (CNN) allows the deep learning (DL) techniques to 

overcome the limitation of manual feature extraction. As a result, DL techniques are able 

to implement feature extraction and classification in parallel automatically. Generally, DL 

object detectors can be classified into two categories: one-stage detectors and two-stage 

detectors [27]. Several conducted studies have used one-stage detectors including You 

Only Look Once (YOLO) [28] and Single Shot Multibox Detector (SSD) [29] in generating 

models that detect and classify weeds. These studies showed high accuracy and fast in-

ferencing speed. Additionally, large number of studies have developed trained two-stage 

detectors such as Faster Region-based Convolutional Neural Network (Faster R-CNN) 

[30] for detecting and classifying weeds. The reported accuracies achieved by two-stage 

detectors were high; however, the two-stage detectors suffered from slow detecting speed 

in weed detection and classification. Table 3 below illustrates studies [31–45] that used DL 

models for detecting weeds in addition to the best result achieved by each study. 
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Table 3. Weed-detection-related work using DL techniques. 

Ref. Models Best Result 

[31] Google-Net, Visual Geometry Group Net (VGG-Net), Detect-Net F1_score > 0.99 by Detect-Net 

[32] Faster R-CNN, SSD Faster R-CNN model showed best result 

[33] Google-Net Accuracy = 86.6% 

[34] YOLOV3 F1_score = 0.95 

[35] YOLOV5 Accuracy = 77% 

[36] YOLOV5-medium, YOLOV3, YOLOV4, Faster R-CNN 
Mean Average Precision (mAp) = 87.5 by 

YOLOV5-medium 

[37] Alex-net, Google-Net, Inception-V3, Xception Accuracy = 97.7% by Inception-V3 

[38] Faster R-CNN with different anchor box scales and aspect ratios 
mAP = 96.02 with the addition of 64 × 64 

scale size, and aspect ratio of 1:3 and 3:1 

[39] 

Faster R-CNN with different backbones  

(Alexnet, VGG16, VGG19, Squeezeenet, Googlenet, Inceptionv3, 

Mobilenetv2, Resnet18, Resnet50, and Resnet101) 

Precision = 0.98, recall = 0.96 by  

Faster R-CNN with VGG19 

[40] EfficientDet (coefficient 3), YOLOv5 
AP for detecting monocot/dicot = 30.70 

/51.50% by YOLOv5 

[41] Tested 27 DL models  F1 = 99.1% by ResNet101 

[42] 
VGG16, ResNet-50, Inception-V3, Inception-ResNet-v2  

MobileNetV2 

Average precision = 98.29, recall = 98.30 

by Resnet-50 

[43] GoogLeNet, MobileNet-v3, ShuffleNet-v2, VGG-Net 
Accuracy > = 0.999, F1> = 0.998 by  

ShuffleNet-v2 and VGG-Net 

[44] Inception-v3 Accuracy = 70% 

[45] Inception-V4, Efficient-NetB7 Accuracy = 70% by Efficient-NetB7 

Most of the generated models using DL techniques for detecting weeds suffer from 

the trade-off between accuracy and speed in real-time detection and detecting small 

weeds. In fact, there is a lack of large datasets for crops and weeds at various growth 

stages of crops and weeds [46]. Therefore, the above-mentioned DL algorithms perform 

poor under different growth stages and actual field backgrounds. Moreover, a very lim-

ited number of studies [44,45] have discussed the classification of weed growth stages, 

which has a big contribution in selective herbicides spraying. Even though the two men-

tioned studies on detecting weed growth stages ([44] and [45]) used Inception-v3, Incep-

tion-V4, and Efficient-NetB7, respectively, and achieved 70% accuracy, these studies re-

lied on natural signals (number of leaves and nutrition absorption), which are difficult to 

detect using DL models. 

As an extension of our previous work in [47], this paper includes building and train-

ing two more DL models, enabling us to compare and suggest the best DL model for the 

purpose of weeds detection and their growth stages classification. The main objective of 

this study, therefore, is to fulfil the gap in the literature by generating a model that is 

efficient in detecting weeds and classifying weed growth stages in fields and balances the 

trade-off between accuracy and real-time performance using a large dataset. The main 

contributions of this paper are summarized as follows: (1) providing a detailed review 

about the previous works that used computer vision techniques in detecting weeds and 

classifying weed growth stages; (2) collecting a large weed dataset for Consolida Regalis 

weeds; (3) labeling the dataset according to the weed growth stages; (4) evaluating and 

comparing the performance of three DL models that detect weeds and classify their 

growth stages. 

The rest of the paper is structured as follows: The materials and models are discussed 

in Section 2. Section 3 summarizes the environment setup and performance evaluation 

metrics. The results are thoroughly explained in Section 4. Section 5 presents a discussion 

about the results. Section 6 concludes and explains some further future work. 
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2. Materials and Methods 

The following sections briefly summarize the details of the dataset in this study. In 

addition, a brief description of YOLOv5 [48], Faster R-CNN [30], and RetinaNet [49], 

which are used in training our model for automating weed detection and growth stages 

classification, will be shown. 

2.1. Dataset 

Even though a number of benchmark weed datasets are available online, these da-

tasets suffer from a limited number of images and unavailability of weed labeling. More-

over, no weed datasets classified according to weed growth stages are publicly available. 

Therefore, in this work, we collected a weed dataset using a UAV equipped with a digital 

camera with the features shown in Table 4. 

Table 4. UAV camera features and collected dataset properties. 

Sensor 1” CMOS, Effective Pixels: 20 million 

Lens 
FOV: about 77°, 35 mm Format Equivalent: 28 mm 

Aperture: f/2.8–f/11, Shooting Range: 1 m to ∞ 

ISO Range Video: 100–6400, Photo: 100–3200 (auto), 100–12,800 (manual) 

Still Image Size 5472 × 3648 

Video Resolution 
4K: 3840 × 2160 24/25/30p, 2.7K: 2688 × 1512 24/25/30/48/50/60p 

FHD: 1920 × 1080 24/25/30/48/50/60/120p 

Place Turkey 

Time for Collecting 

Dataset 
One year and six months 

Number of Recorded 

Videos  
47 videos  

Videos Duration  ~5 min/each video  

Number of Instances  

 Weed 1-1: 63 Instances. 

 Weed 1-2: 1749 Instances. 

 Weed 1-3: 3754 Instances. 

 Weed 1-4: 30,175 Instances. 

As stated in Table 4 previously, the UAV was flown in multiple wheat fields in Tur-

key in different daytimes for one year and six months to capture videos of the weeds in 

different growth stages. In total, 47 videos with 5 min duration per each video were cap-

tured. In addition, some weed seeds were grown in a laboratory to take videos of the weed 

in its very early growth stages (the first and second growth stages). The resulting videos 

were divided into frames. Then, we cleaned the frames that did not contain any weed 

species. The images in the dataset include one type of weed (Consolida Regalis) classified 

into four different growth stages and wheat. To label the collected dataset (1) we cooper-

ated with an expert from the weed science department; (2) we used LabelImg [50], an 

open-source annotation tool, to label our images in .txt format for YOLOv5, and later .txt 

files converted to COCO.json format for training Faster R-CNN and RetinaNet. The total 

number of images in the dataset is 3731 with the following number of instances: 63, 1749, 

3754, and 30,175 for the first, second, third, and fourth growth stages, respectively. Figure 

1a–d show samples of the Consolida Regalis weed growth stages: the first, second, third, 

and fourth correspondingly labeled in the ground-truth box in red color. 
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(a) (b) 

  
(c) (d) 

Figure 1. Consolida Regalis weed growth stages: (a) first stage, (b) second stage, (c) third stage, and 

(d) fourth stage. 

For training our models, we divided the Consolida Regalis weed dataset into 2612 im-

ages for training, 738 images for validation, and 381 images were used for testing. Addi-

tionally, to avoid the confusion between the weed and wheat/soil in the trained models, 

1853 images were added as background images. 

Since the limited number of images in dataset triggers overfitting [51], adequate 

amount of data is required for having accurate results in DL models. To avoid overfitting 

and gain the advantage of regularization, we applied augmentation techniques. To imple-

ment augmentation, multiple parameters are popularly used in deep-learning models, 

such as scaling, color adjustments, rotation, and mosaic augmentation, etc. In YOLOv5, 

the used augmentation technique is the mosaic augmentation technique which was first 

released in YOLOv4 and continues to be a primary part in YOLOv5. Mosaic augmentation 

technique operates by cropping multiple images randomly and combining them into a 

grid form shown in Figure 2. In addition to increasing the number of images in training 

dataset, the mosaic augmentation technique has further advantages: (1) improving the 

model in terms of including the objects (weeds) hidden behind other objects by preserving 

the relative scale of weed compared to the image; (2) combining different classes (weed 

growth stages) that might not have been detected altogether in the same image previously; 

(3) creating variance in the number of weed growth stages in the images, reaching up to 

44 weed growth stage instances in one single image. The used augmentation parameters 

in YOLOv5 are as follows: scale factor of 0.511, shear of 0.0, flip up-down of 0.0, flip left-

right of 0.5, mosaic of 0.77768, and translation of 0.07335. Moreover, image resizing was 

performed in YOLOv5 training by scaling one of the larger images dimensions to 1024, 

and another dimension was rescaled maintaining the aspect ratio. In Figure 2, the samples 

of weed growth stages are shown in ground-truth boxes with yellow color. 
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Figure 2. Mosaic YOLOv5. 

2.2. Weed Object Detectors 

Deep-learning object detectors were classified into two categories: one-stage detec-

tors and two-stage detectors [27]. In this paper, we developed both detectors for detecting 

and classifying the growth stages of Consolida Regalis weeds. 

2.2.1. One-Stage Weed Detectors 

In this subsection, a detail explanation about the trained one-stage object detectors 

(YOLOv5 and RetinaNet) for detecting Consolida Regalis weed and classification will be 

presented. 

YOLOv5 

Redmon et al. [28] proposed a one-stage object detection method named “YOLO”. 

YOLO uses the image pixels to detect the bounding boxes and class probabilities, which 

makes it faster than other DL approaches that utilize sliding windows, region proposal 

methods, etc. Generally, detecting objects in YOLO goes through two main steps. First, 

the algorithm divides the image into S × S grid cells. Second, if the center of the object falls 

in one cell, this cell is responsible for detecting this object. Every grid cell predicts B 

bounding boxes, and each predicted bounding box is associated with confidence score. 

The predicted bounding boxes consist of five components: (x, y, w, h, c), where (x, y) are 

the coordinates of the box center, (w, h) are the width and height of the box relating to the 

whole image, and (c) is the confidence score of the boxes. The confidence score shows the 

following: (1) how much the model is confident that the predicted box contains the object 

(weed), (2) how accurate the model thinks the predicted box is the ground-truth box. The 

confidence score is set to zero if no object (weed) exists in that cell. However, the best 

confidence score is equal to the intersection over union (IoU) between the predicted box 

and the ground truth, as shown in Equation (3). 

Since the development of official YOLO in 2016, four versions have been released: 

YOLOv2 [52], YOLOv3 [53], YOLOv4 [54], and YOLOv5 [48]. The version used in this 

study is YOLOv5 which has four models according to architecture complexity: XS, S, M, 

and L. In this paper, we provide the performance analysis of YOLOv5 Small (YS), Medium 

(YM), and Large (YL) models in detecting weeds and classifying their growth stages. 

YOLOv5 consists of three main parts [55]: backbone, neck, and head/output part as 

shown in Figure 3. The backbone is mainly a CNN that is responsible for extracting 
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important features from the given input image using multiple convolutions and pooling. 

It includes four layers of feature maps that are generated with the following sizes: 152 × 

152, 76 × 76, 38 × 38, and 19 × 19. Neck network combines the four different-size feature 

maps using three fusion layers in order to acquire more contextual information and lower 

the loss. Neck network uses two pyramid structures (Feature Pyramid Network (FPN) 

and Pyramid Attention Network (PAN)) to accomplish the combining step. The first pyr-

amid structure (FPN) carries the semantic features from the top to the lower feature maps. 

However, the second pyramid structure (PAN) carries the localization features from the 

lower to the higher feature maps. As a result of neck network, three scales of new feature 

maps are generated in the output part with the following sizes: 76 × 76 × 255, 38 × 38 × 255, 

and 19 × 19 × 255. In addition, head/output network uses the three resulting feature maps 

to generate the final output vectors which include bounding boxes, confidence scores, and 

class probabilities. ResNet101 was used by YOLOv5 to develop the cross-stage partial 

(CSP) network [56] that improves the inference speed and maintain the precision by re-

ducing the model size. In YOLOv5, two types of CSP are used: one in backbone network 

and the other in neck. Both types of CSP are very similar but have a small difference. In 

the backbone network, the CSP involves one or more residual units, whereas the CSP in 

neck substitutes the residual units with the CBL modules. The CBL module is composed 

of convolution modules, normalization modules, and Leaky ReLU activation function. In 

the backbone network, the SPP module refers to the spatial pyramid pooling that executes 

the maximum pooling with different kernel size, and fuses the features by concatenating 

them. 

 

Figure 3. YOLOv5 architecture as displayed in [55]. 

RetinaNet 

RetinaNet [49] is a one-stage object detector, which is mainly a single network that 

has the following components: backbone network and two task-specific subnetworks. The 

first component (backbone), usually an FPN [57] over a feedforward ResNet [58], is used 

for calculating a convolutional feature map over the entire input image, as shown in Fig-

ure 4a. 
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Figure 4. RetinaNet Architecture as displayed in [48]: (a) backbone component, (b) generated multi-

scale convolutional feature pyramid, (c) first subnetwork, (d) second subnetwork. 

The output of the backbone is used by the first subnetwork to perform convolutional 

object classification, as indicated in Figure 4c. Finally, the second subnetwork executes the 

convolutional bounding box regression, which cleared in Figure 4d. Figure 4 above illus-

trates the general RetinaNet structure and its components. In this study, we used the base 

implementation of RetinaNet with FPN and ResNet backbone to train a model that detects 

weeds and classifies weed growth stages. We used two types of ResNet in training: Res-

Net-101 and ResNet-50. 

2.2.2. Two-Stage Weed Detectors 

This subsection will demonstrate in detail the two-stage object detector (Faster R-

CNN) used in this study to develop a model which detects and classifies weed (Consolida 

Regalis) and its growth stages. 

Faster R-CNN 

Ren et al. [30] proposed a two-stage detector named Faster R-CNN, which is widely 

used in object detection. Faster R-CNN consists of two main modules: Region Proposal 

Network (RPN) and Fast R-CNN detector [59]. RPN module is responsible for feature ex-

traction by using a fully Convolutional Neural Network (CNN), which proposes rectan-

gular regions along with object-ness score. The CNN in RPN module is also known as 

backbone networks, such as VGG16 [60], MobileNet [61], ResNet [58], etc. The resulting 

feature map from the CNN/backbone network is passed into a small n × n sliding window, 

over which there are two fully connected layers: one for box regression and the other for 

box classification. In the sliding window, an anchor is placed in the center, and nine an-

chors are generated by default in each sliding window. Anchor default sizes are as fol-

lows: 128, 256, and 512, although these sizes can be overwritten. For each anchor, a label 

is assigned to classify whether the proposed bounding box contains an object or not. In 

this study, we trained two different combinations of backbones to generate different 

Faster R-CNN models. First, we used FPN [57] and ResNet [58]. ResNet-101 and ResNet-

50 were used. Second, we used ResNet-101-DC5 backbone that included ResNet-101 with 

dilations in conv5 and Fully Connected (FC) heads for mask and prediction, respectively. 

3. Training and Testing 

In this section, a detailed description of the experimental environment and perfor-

mance evaluation metrics used by trained models will be presented. 

3.1. Setup 

For training, we used a machine embedded with an Intel Core i5 CPU, GPU of 

NVIDIA RTX 3090 (24GB), 32GB memory, and Windows 10 operating system. Multiple 

Python3 packages were installed, such as OpenCV [62], PyTorch [63], Cudatoolkit [64], 

NumPy [65], and Tensorboard [66]. 

For YOLOv5 models, the momentum and weight decay were 0.9203 and 0.00049, re-

spectively. Anchor size and aspect ratios were calculated dynamically. Stochastic gradient 
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descent (SGD) optimizer and learning rate of 0.0133 were used in training. In addition, the 

batch size used in YL, YM, YS were 14, 23, and 41, respectively. Moreover, epochs number 

was 120 in all trained models. 

For training Faster R-CNN and RetinaNet, we used Detectron2 [67], an open-source 

object detection platform established by the Facebook AI research team. We used pre-

trained weights that loaded from the model zoo checkpoint in Detectron2. The number of 

workers was set to 4, and the batch size was also 4. We defined the base learning rate as 

0.0003. The warm-up iteration was given a value of 1000 to warm up the base learning 

rate over 1000 number of SGD iterations. The maximum iterations number (Maximum 

number of SGD iterations) was specified to 45,000. 

3.2. Performance Evaluation Metrics 

To evaluate the performance of object detection models and compare the perfor-

mance of different models trained on the same dataset, different metrics such as precision, 

accuracy, recall, and mean average precision (mAP) are used. Precision measures the 

model’s accuracy in predicting the weed and weed growth stages, while the accuracy is 

the ratio of the correct detection to the total number of testing images. Recall is used to 

measure the model’s performance in finding all the weeds in the test images. Intersection 

over Union (IoU) is a metric used to indicate the amount of the overlap between the pre-

dicted and ground-truth bounding boxes. Additionally, IoU affects mostly all the 

measures in the other metrics. In order to distinguish whether model’s detection is valid 

or invalid, the confidence threshold w (usually w = 0.5) is used. Confidence threshold is 

mainly used to calculate the ratio of intersection of ground truth and prediction area to 

the union of ground truth and prediction area. The metrics discussed are formulated by 

Equations (1)–(6) below: 

Precision = 
TP

All detection
 = 

TP

TP + FP
  (1) 

Recall = 
TP

All ground truths
 =

TP

TP + FN
    (2) 

IoU = 
A∪B

A∩B
   (3) 

Accuracy = 
TP + TN

TP + TN + FP + FN
 (4) 

AP@w = � p (r)dr
1

0

  (5) 

mAP@w = 
1

N
 � A

N

i=1

Pi (6) 

�� − ����� = (1 + ��)
 Precision × Recall

(�� × Precision) + Recall
 (7) 

where A and B stand for prediction bounding box and the ground truth, respectively. TP 

and TN represent the true positive and true negative, accordingly, while FP and FN are false 

positive and false negative. According to the frame-based constrains, two cases are ex-

pected: (1) if the bounding box region contains the foreground-object (weed) and IoU ≥ w, 

the frame demonstrates true positive, and (2) if the bounding box region does not contain 

the foreground-object (weed) and IoU < w, the frame is considered false positive. How-

ever, the frame shows false negative when the target object is missed by the bounding 

box. Object detection models typically show precision-recall (PR) curve, which plots pre-

cision as a function of recall to depict the trade-off between the precision and recall for 

varying confidence values. The area under the PR curve is represented by the average 

precision (AP@w) as shown in Equation (5). The mean average precision (mAP@w) 
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represents the average of the AP@w calculated for all the classes as shown in Equation (6). 

Fβ -score shows the weighted harmonic average of precision and recall in Equation (7). In 

this paper we will use F1-score metric to evaluate the generated models. 

4. Results 

In this section, the performance metrics of YOLOv5, Faster R-CNN, and RetinaNet 

models to detect weeds and classify the weed growth stages on training set will be de-

scribed in detail in Sections 4.1 and 4.2. In addition, the performance of all trained models 

in testing set will be shown in Section 4.3. 

4.1. YOLOv5 Weed Detection and Classification Results 

The performance of the three YOLOv5 models (YS, YM, and YL) in detecting the weeds 

and classifying weed growth stages are shown in Table 5. YL model shows the best preci-

sion, mean average precision (mAP@.5) and mAP@.5:.95 with 0.827, 0.816, and 0.382, re-

spectively. However, YS achieved the best recall of 0.794 in detecting weed growth. 

Table 5. Detecting weed growth results using YOLOv5 models. 

YOLOv5 Precision Recall mAP@.5 mAP@.5:.95 F1 
Size in Mega-

bytes 

Inference 

Time (s) 

Training 

Time (h) 

Ys 0.788 0.794 0.805 0.363 0.79  14.342 MB 0.0064 9.598 

YM 0.809 0.775 0.808 0.351 0.79  41.493 MB 0.0097 10.161 

YL 0.827 0.779 0.816 0.382 0.80 90.957 MB 0.0142 9.365 

Also, Table 5 shows the real-time performance in weed detection and growth stages 

classification of the three YOLOv5 models (YS, YM, and YL). As shown, the YS is the lightest 

model with approximately 14.342 MB, while YL is the heaviest with 90.957 MB. To assess 

the performance of the YOLOv5 models, different videos taken from the fields were tested 

using YOLOv5 detection models. Table 5 shows the inference time tested by the models. 

YS is the fastest model with an inference time of 0.0064 s. However, the YL is the slowest 

model with 0.0142 s inference time. In addition, the training time required by YM was the 

longest, 10.161 h, whereas YL needed 9.365 h to be trained in the dataset. 

The detailed performance of YOLOv5 models in detecting weed growth stages is shown 

in Table 6. The names of the classes in Table 6 represent the weed with the number before the 

dash (Consolida Regalis) while the number after the dash represents the growth stage: weed 1-

1, weed 1-2, weed 1-3, and weed 1-4. In Table 6, YL shows the highest precision in detecting 

weed growth stages with precisions values of 0.966, 0.807, and 0.802 for stage one, two, and 

four, respectively. However, YM shows the highest precision of 0.751 in detecting the third 

growth stage. All three YOLOv5 models report a recall of 1 in detecting weed in the first 

growth stage, and that might be due to the low number of weed 1-1 samples in the dataset (64 

samples). The YS achieves the highest recall of 0.744 and 0.749 in detecting weed in the second 

and fourth growth stages, respectively, whereas YL achieves the best recall of 0.683 in detecting 

weeds in the third growth stage. The best mAP@.5 is represented by YL with 0.995, 0.785, and 

0.77 for the first, second, and fourth growth stages, respectively, while YS shows the best 

mAP@.5 of 0.716 for the third growth stage detection. In summary, YL shows the best precision 

in detecting weed and weed growth stages, while YS reports the best recall. 

Table 6. Detecting weed growth stages using YOLOv5 models. 

Classes 
Precision Recall mAP@.5 mAP@.5:.95 

Ys YM YL Ys YM YL Ys YM YL Ys YM YL 

Weed 1-1 0.907 0.914 0.966 1 1 1 0.976 0.995 0.995 .495 .443 0.552 

Weed 1-2 0.773 0.783 0.807 0.744 0.718 0.702 0.777 0.783 0.785 0.373 0.38 0.386 

Weed 1-3 0.716 0.751 0.733 0.682 0.659 0.683 0.716 0.696 0.715 0.305 0.303 0.307 

Weed 1-4 0.756 0.789 0.802 0.749 0.723 0.732 0.752 0.757 0.77 0.278 0.277 0.282 
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Figure 5 shows the confusion matrices for the YOLOv5 models. Generally, confusion 

matrix is utilized to show the performance of classifying the weed growth stages in tested 

YOLOv5 models. The center diagonal line in the confusion matrix shows the results of 

prediction giving the weed growth stages classes, whereas the vertical and horizontal 

lines show background false negative and false positive, respectively. The values in the 

center line are ranging from 0 to 1, where 1 shows 100% prediction accuracy. As shown in 

Figure 5, the fourth growth stage of the weed suffers from the background false positive 

(FP) in all three models (YL, YM, YS), and this confusion might be because most of weed 1-

4 samples contain a purple flower. However, some of weed 1-4 samples do not have the 

purple flower and its color is similar to the wheat and other plants color. Even though 

1853 background images were added to the dataset in training, no improvement in the 

background FP was noticed. 

 
(a) 

 
(b) 
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Figure 5. Confusion matrixes for YOLOv5 models: (a) YL, (b) YM, and (c) YS. 

Figure 6 demonstrates the training curves of the trained YS, YM, and YL models. Over-

all, these YOLOv5 models showed highly efficient training performance in term of classi-

fication loss. YS was the fastest model in converging toward low classification loss, while 

YM and YL were converging at a close rate. At epoch 120, all models stopped training be-

cause of low classification loss. Moreover, Figure 7 shows the F1 score curve, which com-

bines the precision and recall in one metric, varying with the confidence threshold score 

for YL model as an example. Figure 7 depicts the performance of YL model in terms of 

classifying the weed growth stages with specific confidence scores. The YL model showed 

the highest F1 score of 0.80 at 0.552 confidence threshold in almost all weed growth stages 

classifications. 

 

Figure 6. Training and classification loss of YOLOv5 models. 
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Figure 7. F1 score curve for YL model. 

4.2. Faster R-CNN and RetinaNet Weed Detection and Classification Results 

The performance of Faster R-CNN and RetinaNet, using Detectron2 in training, in 

detecting weed growth stages is shown in Table 7 below. RetinaNet with ResNet-101 and 

FPN backbone shows the best average precision (AP@.5), AP@.5:.95, recall of 87.457, 

49.991, and 65.5, respectively. Additionally, Table 7 shows Faster R-CNN and RetinaNet 

performance in real-time weed detection and growth stages classification. As presented, 

RetinaNet with ResNet-50 and FPN backbone is the lightest model with 283.574 MB, while 

Faster R-CNN with ResNet-101-DC5 backbone is the heaviest with 1438.6999 MB. For the 

purpose of evaluating the performance of the models trained in Detecton2, different im-

ages, uninvolved in the training process, were tested using both Faster R-CNN and Reti-

naNet detection models. Furthermore, Table 7 shows the inference time during which the 

models detected weed growth stage instances in the tested images. Faster R-CNN with 

ResNet-101and FPN backbone is the fastest model with an inference time of 0.08727 s. 

However, Faster R-CNN with ResNet-101-DC5 is the slowest model with 0.0924 s infer-

ence time. 

For the time needed to train models in Detectron2, the training time required by 

Faster R-CNN with ResNet-101and FPN backbone was the longest: 16.18 h. However, 

RetinaNet with ResNet-50 and FPN backbone needed 8.38 h to be trained on the dataset. 

Table 7. Detecting weed growth stages using Faster R-CNN and RetinaNet. 

Model Backbone AP@50 AP@.5:.95 Recall 
Size in 

Megabytes 
F1 

Inference 

Time (s) 

Training 

Time (h) 

Faster R-CNN R-101-DC5 1 86.32 37.464 60.037 1438.699 0.70 0.0924 11:52:57 

Faster R-CNN R-101-FPN 2 86.763 47.170 62.1 815.742 0.72 0.08727 16:18:44 

Faster R-CNN R-50-FPN 3 84.165 38.039 54.5 322.410 0.66 0.0917 9:11:18 

RetinaNet R-101-FPN 2 87.457 49.991 65.5 432.056 0.74 0.09130 9:19:56 

RetinaNet R-50-FPN 3 86.404 45.156 62.4 283.574 0.72 0.0889 8:38:46 
1 ResNet-101 backbone with dilations in conv5; 2 ResNet-101 with FPN backbone; 3 ResNet-50 with 

FPN backbone. 

Table 8 shows the performance of Faster R-CNN and RetinaNet models in detecting 

weed growth stages. The names of the classes in Table 8 represent the same names of the 

classes explained for Table 6. All the numbers shown in Table 8 represent the average 

precision (AP) of each model detecting each weed growth stage. In Table 8, RetinaNet 

with ResNet-101 and FPN backbone shows the highest performance in detecting weed 
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growth stages with average precision values of 55.149, 55.809, and 31.910 for stage one, 

three, and four, respectively. However, Faster R-CNN with ResNet-101 and FPN back-

bone shows the highest average precision of 58.817 in detecting the second growth stage. 

Table 8. Detecting weed growth stages using Faster R-CNN and RetinaNet (Average Precision). 

Model Backbone Weed 1-1 Weed 1-2 Weed 1-3 Weed 1-4 

Faster R-CNN R-101-DC5 42.624 58.022 47.045 30.216 

Faster R-CNN R-101-FPN 50.099 58.817 48.419 31.346 

Faster R-CNN R-50-FPN 35.050 52.184 38.732 26.192 

RetinaNet R-101-FPN 55.149 57.098 55.809 31.910 

RetinaNet R-50-FPN 45.149 55.730 50.702 29.043 

Figure 8a displays the training curves of all trained models of Faster R-CNN with 

three different backbones. Faster R-CNN models showed acceptable training performance 

according to the classification loss. Faster R-CNN with Resnet-101-DC5 backbone was the 

fastest model in convergence toward low classification loss while the other Faster R-CNN 

models with Resnet-101-FPN and Resnet-50-FPN backbones were converging at a close 

rate. All Faster R-CNN models stopped training at 45k iteration. Figure 8b demonstrates 

the training curves for RetinaNet models with two backbones: Resnet-101-FPN and Res-

net-50-FPN. All RetinaNet models showed closely similar performance in training with 

respect to classification loss. Similar to Faster R-CNN models, all RetinaNet models 

stopped training at 45k iteration. 

 
(a) 

 
(b) 

Figure 8. Training and classification loss of (a) Faster R-CNN models and (b) RetinaNet models. 
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4.3. Weed Detection and Growth Stages Classification Results 

To show the performance of all three trained DL models in detecting weeds and clas-

sifying weed growth stages in unseen images, we tested all the three models in testing set, 

which is not included in the training of the models. As shown in Figure 9 below, we tested 

an image with two instances of weed 1-2 and fourteen instances of weed 1-3, as shown in 

Figure 9a, by all the trained models in this study. As shown in Figure 9, only trained mod-

els Faster R-CNN and RetinaNet with different backbones were able to detect all the weed 

instances in the image except one instance of weed 1-3, as shown in Figure 9b–f. However, 

Ys, YM, YL models succeeded in detecting 62.5%, 37.5%, and 25% of the weed instances in 

the tested image, respectively. 

 
(a) Ground Truth Labels 

  
(b) Faster R-CNN (R-101-DC5) (c) Faster R-CNN (R-101-FPN) 

  
(d) Faster R-CNN (R-50-FPN) (e) RetinaNet (R-101-FPN) 
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(f) RetinaNet (R-50-FPN) (g) Yolov5-YS 

  
(h) Yolov5-YM (i) Yolov5-YL 

Figure 9. Sample image from detection using (a) Ground Truth Labels, (b) Faster R-CNN (R-101-

DC5), (c) Faster R-CNN (R-101-FPN), (d) Faster R-CNN (R-50-FPN), (e) RetinaNet (R-101-FPN), (f) 

RetinaNet (R-50-FPN), (g) YS, (h)YM, and (i)YL. 

5. Discussion 

In this study, two DL models of one-stage object detractor (YOLOv5 and RetinaNet) 

and one DL model of two-stage object detector (Faster R-CNN) were trained for detecting 

Consolida Regalis weed and classifying its four growth stages. According to the results in 

the previous section, RetinaNet model with ResNet-101-FPN backbone showed the high-

est average precision of 87.457 in detecting weed comparing to all trained models. Like-

wise, Faster R-CNN with ResNet-101-FPN backbone showed an adequate average preci-

sion of 86.763 in detecting weed. With regards to YOLOv5 models, YL showed the best 

precision of 0.827 in detecting weed, but not better than that of RetinaNet and Faster R-

CNN models mentioned above. 

In terms of classifying the Consolida Regalis weed growth stages, YL showed the high-

est precision in classifying almost all the weed growth stages. However, the low number 

of samples of the first growth stage results in a classification precision of 1 in all YOLOv5 

models. 

The comparison of the real time performance in detecting weed and classifying its 

growth stages shows that YS presented the highest recall and the lowest inference time of 

0.0064 s. However, when Faster R-CNN models are compared with the other trained mod-

els, YOLOv5 and RetinaNet, all Faster R-CNN models show adequate recall and F1 score 

results. 

In conclusion, we recommend using RetinaNet with ResNet-101-FPN model since it 

achieves the trade-off between the cost (inference time) and the benefits (accuracy) of de-

tecting and classifying weed growth stages. 

6. Conclusions 

Automating weed detection and weed growth stages classification is important for 

protecting and supporting the agriculture production and the expected agricultural ex-

pansion, considering an increase in demand. This paper provided a feasibility study for 

the agriculture community by developing recent DL models with different backbones to 
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address the problem of the automation of weed growth stages classification. As a result, 

we developed three different deep-learning models with different backbones for auto-

matic detection of one type of Consolida Regalis weeds and classification of its four growth 

stages. In this study, we collected a weed dataset in different times of the year to capture 

the weed in different growth stages. The weed dataset was trained using YOLOv5 models 

(YS, YM, YL), Faster R-CNN with three different combinations of backbones, and RetinaNet 

with two types of backbones. The experiment results show that RetinaNet with ResNet-

101-FPN achieved the highest average precision in detecting weed, while YL showed the 

highest precision in classifying the growth stages. However, YS achieved the highest recall 

in detection and classification. The developed algorithm presented in this paper suc-

ceeded in the classification of the growth stages of Consolida Regalis, which could be con-

sidered as a support tool when conducting field-based weed control. Finally, the recom-

mended model for detecting the growth stages of Consolida Regalis weeds is RetinaNet 

with ResNet-101-FPN since it achieves the trade-off between the accuracy and real-time 

performance. 

In our future research, we will collect more data on different weed species and more 

growth stages. The accuracy in classifying weed growth stages can be further improved 

by using training datasets with a balanced number of samples for all growth stages. More-

over, in the perspective of quantification of weed amount in different growth stages, we 

are planning to develop deep-learning models for the instance segmentation task. Finally, 

we plan to experimentally investigate the proposed recommendations for developing a 

complete weed detection and control system to identify the exact weed location and 

growth stages of different weed species using DL, and then remove or kill weeds with 

robotic arms or lasers, respectively, under real-world conditions. 
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