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Abstract: We present a probabilistic framework tailored for solar energy applications referred to as
the Weather Research and Forecasting-Solar ensemble prediction system (WRF-Solar EPS). WRF-Solar
EPS has been developed by introducing stochastic perturbations into the most relevant physical
variables for solar irradiance predictions. In this study, we comprehensively discuss the impact of the
stochastic perturbations of WRF-Solar EPS on solar irradiance forecasting compared to a deterministic
WRF-Solar prediction (WRF-Solar DET), a stochastic ensemble using the stochastic kinetic energy
backscatter scheme (SKEBS), and a WRF-Solar multi-physics ensemble (WRF-Solar PHYS). The
performances of the four forecasts are evaluated using irradiance retrievals from the National Solar
Radiation Database (NSRDB) over the contiguous United States. We focus on the predictability of
the day-ahead solar irradiance forecasts during the year of 2018. The results show that the ensemble
forecasts improve the quality of the forecasts, compared to the deterministic prediction system, by
accounting for the uncertainty derived by the ensemble members. However, the three ensemble
systems are under-dispersive, producing unreliable and overconfident forecasts due to a lack of
calibration. In particular, WRF-Solar EPS produces less optically thick clouds than the other forecasts,
which explains the larger positive bias in WRF-Solar EPS (31.7 W/m2) than in the other models
(22.7–23.6 W/m2). This study confirms that the WRF-Solar EPS reduced the forecast error by 7.5%
in terms of the mean absolute error (MAE) compared to WRF-Solar DET, and provides in-depth
comparisons of forecast abilities with the conventional scientific probabilistic approaches (i.e., SKEBS
and a multi-physics ensemble). Guidelines for improving the performance of WRF-Solar EPS in the
future are provided.

Keywords: weather research and forecasting (WRF) solar; stochastic perturbation; ensemble forecast;
National Solar Radiation Database (NSRDB)

1. Introduction

The Weather Research and Forecasting (WRF)-Solar model was developed to meet
the increasing demand for specialized numerical weather predictions for solar power
applications [1]. WRF-Solar is a specific configuration and augmentation of a fully phys-
ically based WRF model [2], and it showed improvements in solar irradiance prediction
compared to the standard WRF model by enhancing the representation of aerosol cloud
radiation feedbacks [1,3].

Various efforts have followed to improve the predictability of surface irradiance in
cloudy skies, and that has been a special focus on improving the representation of sub-
grid scale clouds [3–8]. These efforts found that the impacts of shallow cumulus clouds
on solar energy predictions should be considered; however, there are still challenges to
addressing the uncertainty associated with cloud representation. Solving these challenges
by improving the physics schemes alone remains a challenge due to the extensive feedback
between the processes involving cloud formation and dissipation [3]. Also, there are
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limitations in the deterministic forecast itself in terms of capturing uncertainties in the
initial and boundary conditions, the model’s spatial resolution, and the requirement for
proper physics representation of that scale [9–13].

In numerical weather prediction, various ensemble approaches have been developed
and evaluated to overcome the limitations of deterministic forecasting and to provide
more accurate forecast information and confidence levels. In early studies, uncertainties
in model forecasts were investigated by perturbing the initial condition [14–17], resulting
in an under-dispersive ensemble that did not sufficiently account for the uncertainty in
the short-range forecasts. The multi-physics approach was followed by the use various
combinations of different physics schemes, and it increased the ensemble spread, providing
diversity among the ensemble members [18–20]. However, it is not easy to arbitrarily
compose a statistically independent ensemble because specific members share similar
characteristics [21]. Also, the fact that different members have different biases is one reason
why the multi-physics approach improves the spread [20,22]. Ref. [23] pointed out that
this result conflicts with the fundamental purpose of forecast uncertainty, which aims to
represent the random rather than the systematic component of the forecast error.

A stochastically perturbed ensemble approach has been proposed to represent unre-
solved sub-grid-scale processes [24] and has been successfully implemented and tested in
many numerical weather prediction models [25–27]. The stochastic kinetic energy backscat-
ter scheme (SKEBS) [19,20,25,28] is one of the most widely used stochastic parameterization
methods, and it has been implemented in the WRF model. In SKEBS, kinetic energy
from unresolved scales is made available for, or backscattered onto, the resolved scales
via stochastic perturbations of the stream function and potential temperature at selected
wavenumbers. Ref. [3] showed that the global horizontal irradiance (GHI) forecasting
performance improved when considering the effect of sub-grid-scale clouds by running
ensembles of SKEBS in the WRF-Solar.

To extend the capabilities of WRF-Solar beyond deterministic forecasts, we have
developed the WRF-Solar ensemble prediction system (WRF-Solar EPS). Our strategy
involves adding stochastic perturbations to the most relevant variables determining the
solar irradiance predictions. These variables have been identified with tangent linear
models of selected parameterizations [29]. This paper, as an extension of [29], explores
how the stochastic perturbations implemented in WRF-Solar EPS act on solar irradiance
forecasting during a sufficiently long period to have a statistically robust characterization
of the model’s performance. With the aim of objective evaluation, the performance of
WRF-Solar EPS is compared to deterministic WRF-Solar predictions (WRF-Solar DET), a
SKEBS-based ensemble, and a WRF-Solar multi-physics ensemble (WRF-Solar PHYS) in
terms of ensemble mean. Whether the ensemble spread of the WRF-Solar EPS forecast
is reliable enough is also an important concern. Hence, we focus on evaluating both the
accuracy of the predictions and the uncertainty quantification. With this aim, an in-depth
analysis is performed using satellite retrievals of the GHI over the contiguous United
States (CONUS). Recently, [30] investigated the performance of WRF-Solar. Both ground
observations and the satellite-based National Solar Radiation Database (NSRDB) were used,
and it was found that using the NSRDB is sufficient to assess predictability and to discuss
spatial variability given the current WRF-Solar performance. Ref. [31] also compared the
GHI predictability of the deterministic WRF-Solar and WRF-Solar EPS using the NSRDB
and evaluated the forecasting performance of WRF-Solar EPS.

WRF-Solar EPS is the first numerical weather prediction model specifically designed
to provide probabilistic surface solar irradiance forecasting. It has been recently developed,
and herein we present the results of our first assessment. The first objective is to measure
how much WRF-Solar EPS improves predictability compared to WRF-Solar DET. The
second is to compare the performance of WRF-Solar EPS with forecast results of existing
probabilistic approaches (i.e., SKEBS and a multi-physics ensemble), which have a long
development history of rich evaluations and improvements. Finally, our last objective is to
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identify the potential of WRF-Solar EPS by analyzing the deficiencies and advantages in
solar energy forecasting and to provide a scientific basis for future improvement.

The paper is structured as follows: Section 2 provides information on the selection
and implementation methodology of key physical variables for developing WRF-Solar
EPS. Section 3 explains the experiment design, including an introduction to the NSRDB
observations. Forecast verification results are shown in Section 4, and the discussions are
in Section 5.

2. Adding Stochastic Perturbations to Physics Schemes

A multiple-variable stochastic ensemble prediction system, WRF-Solar EPS, was de-
veloped by implementing the stochastic perturbations in variables in six parameterizations.
Ref. [29] described the methodology of variable selection in detail, which can be summa-
rized as follows. The variables selected for perturbation were identified with tangent linear
models for six WRF-Solar modules responsible for radiation and cloud formation and
dissipation. These include the Thompson microphysics scheme [32], the Mellor–Yamada–
Nakanishi–Niino (MYNN) [33] planetary boundary layer (PBL), the Noah land surface
model (Noah LSM) [34], the Deng shallow cumulus system [3,7,35], and the Fast All-sky Ra-
diation Model (FARMS) radiation [36] schemes, along with the unresolved clouds module
based on relative humidity (CLD3) [37].

The tangent linear models were applied for these six stand-alone physics modules and
used to analyze uncertainties of the output variables, uncertainties in the input variables,
and to select the most sensitive variables controlling radiative transfer and cloud processes.
We identified 14 variables: surface albedo, aerosol optical depth (AOD), Ångström ex-
ponent, asymmetry factor, water vapor mixing ratio, cloud/ice/snow mixing ratios, ice
number concentration, potential temperature, turbulent kinetic energy (TKE), soil moisture
content, soil temperature, and vertical velocity. Table 1 shows a list of these variables
(column 2) and their associated parameterizations (column 3).

Table 1. Summary of the characteristics of the 14 stochastic perturbations in WRF-Solar EPS. Each
perturbation in the selected modules is characterized by the standard deviation of a Gaussian
distribution (σ), the horizontal wavelength (λ), and the decorrelation time (τ), and the variable
dimension (ω = 0(1) indicates the variable is 2(3)-dimensional).

p Variable Name Selected Modules σ λ τ ω

1 Albedo FARMS 0.1 100,000 86,400 0
2 Aerosol optical depth FARMS 0.25 100,000 3600 0
3 Ångström wavelength exponent FARMS 0.1 100,000 3600 0
4 Asymmetry factor FARMS 0.05 100,000 3600 0
5 Water vapor mixing ratio FARMS, MYNN, Thompson, Noah, Deng, and CLD3 0.05 100,000 3600 1
6 Cloud water mixing ratio FARMS, MYNN, Thompson, and Deng 0.1 100,000 3600 1
7 Ice mixing ratio Thompson 0.1 100,000 3600 1
8 Snow mixing ratio FARMS and Thompson 0.1 100,000 3600 1
9 Ice number concentration Thompson 0.05 100,000 3600 1

10 Potential temperature MYNN, Noah, Deng, and CLD3 0.001 100,000 3600 1
11 Turbulent kinetic energy MYNN 0.05 80,000 600 1
12 Soil moisture content Noah 0.1 80,000 21,600 1
13 Soil temperature Noah 0.001 80,000 21,600 1
14 Vertical velocity Deng 0.1 80,000 21,600 1
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The stochastic perturbations are introduced according to the method of [23], which
itself is originally derived from the stochastically perturbed parametrization Tendencies
(SPPT) scheme [38]. The pattern of each perturbation is fully characterized by the standard
deviation of a Gaussian distribution (σ, column 4 in Table 1), the horizontal wavelength
(λ, column 5), and the decorrelation time (τ, column 6) between consecutive perturbations.
In [18], perturbations were implemented to physics parameters, whereas we implemented
them to each 2-dimensional (ω = 0, column 7) or 3-dimensional (ω = 1, column 7) physics
variable inside each parameterization at every model computation time step. The per-
turbation used in this study is summarized in the following format, shown in Equation
1:

X′n = [1 + f (σn, λn, τn)]Xn, (1)

where X′n and Xn mean the perturbed and unperturbed quantities for each variable number
n, respectively. Here Xn is the physical quantity of the selected variable. Note that the use
of the multiplier form means that clouds are perturbed only where they already exist, and
in proportion to their amount. This means that the magnitude of the perturbation is the
magnitude of Xn multiplied by f (σn, λn, τn). Additionally, the perturbations are added only
to calculate tendencies, not to perturb the model states. This means that they are added
just before calculating the physics process and subtracted immediately after calculating the
tendency.

Figure 1 shows examples of distributions of stochastic perturbations of f (σn, λn, τn)
for the AOD and TKE on the WRF-Solar domain. The perturbation pattern is homogeneous
with a horizontal length scale λn, a mean of zero, and a variance of σn

2. The decorrelation
time of the AOD is 1 h, whereas the decorrelation time of the TKE is 10 min, so the pertur-
bation added to each variable accounts for each variable’s unique timescale. Depending on
the defined stochastic parameters, in this way, the perturbations of the 14 variables evolve
within the selected five parameterizations and the CLD3 module throughout the forecasts.
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Figure 1. The instantaneous pattern of the stochastic perturbations for the (a) aerosol optical depth
(AOD) and (b) turbulent kinetic energy (TKE).

Figure 2 shows an example of GHI forecasts by implementing the multivariable
stochastic perturbations in WRF-Solar. It compares the time series of GHI from the 48 h
forecasts of WRF-Solar DET and WRF-Solar EPS with surface radiation budget network
(SURFRAD) observations. Each ensemble member predicts a different GHI distribution in
cloudy regions, whereas all ensemble members tend to exhibit similar GHI forecasts for
clear-sky conditions.
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Figure 2. Time series of observed (black) and predicted GHI from WRF-Solar DET (red) and WRF-
Solar EPS (blue) from 15 April to 17 April 2018 at TBL (Table Mountain, Colorado), BON (Bondville,
Illinois), and SXF (Sioux Falls, South Dakota) SURFRAD sites. The thin blue line is the forecast result
from each ensemble member, and the thick line indicates the mean of 10 ensembles.

3. Experiment Design
3.1. Numerical Simulations

Four forecast experiments were performed using WRF-Solar DET, WRF-Solar EPS,
SKEBS [19,20,25,28], and WRF-Solar PHYS, based on WRF-Solar [1,30]. The experiment
for WRF-Solar DET includes 363 runs (every day from 1 January 2018 to 29 December
2018), and each ensemble system runs 3630 forecasts (363 cases × 10 ensemble members).
All experiments were configured to cover CONUS with 9 km grid spacing. The National
Centers for Environmental Prediction (NCEP) Global Forecast System (0.25◦ × 0.25◦; 3 h
intervals) forecast was used for the initial and boundary conditions, and 48 h forecasts were
conducted with initializations every 06 UTC.

The physics parameterizations used in the WRF-Solar DET, WRF-Solar EPS, and SKEBS
experiments follows the WRF-Solar reference physics configuration described in [30], con-
sisting of the MYNN PBL parameterization, the Noah LSM, the Deng shallow cumulus
scheme, and the rapid radiative transfer model (RRTM) for global models for the short-
wave and longwave radiation [39]. On the other hand, the Thompson aerosol awareness
microphysics scheme [32,40] was used in the representation of cloud and precipitation
processes, and the FARMS radiation scheme was also activated to provide cloud-sensitive
surface shortwave irradiance at every model time step.

WRF-Solar EPS runs a stochastically generated ensemble with 10 members based on
WRF-Solar DET. We activated stochastic perturbations using the default parameters shown
in Table 1 in five schemes: FARMS, MYNN PBL, Thompson microphysics, Noah LSM, and
Deng shallow cumulus. The Thompson sub-grid cloud fraction (CLD3) module was not
activated because it is not compatible with the Deng shallow cumulus scheme that predicts
cloud fraction. The SKEBS ensemble follows the default SKEBS configuration.

WRF-Solar PHYS required more attention. We first selected 20 variations of the ref-
erence WRF-Solar configuration to account for uncertainties in processes such as cloud
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microphysics, radiation, cumulus, land surface, and aerosol effects. Next, an automatic
procedure based on self-organizing maps (SOMs) [41] was used to find 10 configurations
that better represent the characteristics of the original 20 configurations. Table 2 summa-
rizes the physics configurations of the 10 members. Using SOM to filter out ensembles with
similar forecasting tendencies helped to efficiently maintain the spread of this WRF-Solar
PHYS ensemble. The members combine the reference WRF-Solar configuration with the
Grell–Freitas (GF) [42] cumulus scheme, the Kain and Fritsch (KF) [43] cumulus parameteri-
zation, Grell shallow cumulus, Tiedtke cumulus [44,45], MYNN shallow cumulus, the Noah
LSM [46], Goddard microphysics [47,48], and Goddard radiation [49,50] parameterization.
See Table 2 for specific details.

Table 2. Summary ultiphysicsiphysics ensemble configuration.

Ensemble Microphysics Cumulus Shallow
Cumulus PBL Aerosol LSM Albedo Radiation

1 Thompson no Deng MYNN Tegen [51] Unified Noah Monthly albedo RRTMG

2
Thompson

aerosol
awareness

No Deng MYNN Thompson and
Eidhammer Unified Noah Monthly albedo RRTMG

3 Thompson GF
MYNN

(icloud_bl = 1,
ishallow = 0)

MYNN Tegen [51] Unified Noah Monthly albedo RRTMG

4 Thompson GF

Grell
(Icloud_bl = 0,
ishallow = 1
Edmf = 0)

MYNN Tegen [51] Unified Noah Monthly albedo RRTMG

5 Thompson no Deng MYNN Tegen [51] Noah MP Table RRTMG

6 Thompson no Deng MYNN Ruiz-Arias
et al. [52] Unified Noah Monthly albedo Goddard

7 Goddard no Deng MYNN Tegen [51] Unified Noah Monthly albedo RRTMG
8 Goddard no Deng MYNN Ruiz-Arias [52] Unified Noah Monthly albedo Goddard

9 Thompson KF
icloud_bl = 0,
ishallow = 1

Edmf = 0
MYNN Tegen [51] Unified Noah Monthly albedo RRTMG

10 Thompson Modified
Tiedtke

icloud_bl = 0,
ishallow = 1

Edmf = 0
MYNN Tegen [51] Unified Noah Monthly albedo RRTMG

3.2. Satellite-Based Data Sets

The NSRDB [53] is a satellite-based solar irradiance observational analysis consisting of
solar radiation data over the United States and the surrounding countries. In this study, the
NSRDB data [30] were used to validate the GHI forecast results of four prediction systems;
these data were obtained by regridding the 2 km NSRDB data to fit the configuration of the
9 km WRF-Solar domain. The NSRDB provides instantaneous solar irradiance by 30 min
intervals [54], and WRF-Solar is designed to provide 15 min interval instantaneous forecast
outputs. In this study, the validation of forecasts was performed using instantaneous
data at 30 min time intervals for the 24 h forecast from 0600 UTC of the second day. [30]
discussed the predictability of the day-ahead WRF-Solar forecast in 2018 using the NSRDB
and ground observations, and the adequacy of the NSRDB as a reference data for the current
WRF-Solar performance was verified in depth. The results showed that the NSRDB data
are suitable for seasonal and annual timescale GHI evaluation, have sufficient performance
compared to ground observations, and have the advantage of overcoming the limitation of
the spatial coverage of ground observation.

Evaluations of predicted GHI and cloud optical depth (COD) in four forecasting
systems were performed using these 2018 NSRDB data. Figure 3a shows the mean GHI
distribution in the NSRDB for 2018, which shows high (low) GHI values in the southwest
(northeast) part of the United States. Figure 3b shows the spatial distribution of the
frequency of clouds for 2018. The frequency of clouds is analyzed using the difference
between all-sky GHI and clear-sky GHI in the NSRDB observations. The methodology to
determine whether there is a cloud (or not) is that if the difference between the two values
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is greater than (less than) 1 W/m2, then it is assumed that there is (is not) a cloud at that
grid point at that time [54]. Clouds are present in more than 80% of observations in the
northeast United States but less than 45% of observations in Southern California and the
Desert Southwest. In addition, it can be confirmed that clouds occur relatively frequently
in the Colorado and Wyoming Rocky Mountain areas among the western regions.
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In this study, all evaluations are performed for land in the daytime only for ob-
served/simulated GHI pairs on a reduced grid, using one sample of every 5 × 5 WRF grid
points. We analyze the single-value forecast by taking the average of 10 ensemble members
for the three ensemble systems at any forecast lead time of the second day.

4. Results
4.1. Diurnal and Annual Evaluation Errors

We begin the verification of the day-ahead forecasting performance by comparing
diurnal and annual cycle errors from the four WRF-Solar experiments using the NSRDB
dataset. Figure 4 shows the diurnal cycles of the bias, root-mean-square error (RMSE),
and the spread as a function of forecast lead times in 2018 for the entire CONUS domain.
The spread is calculated by the average of the standard deviations between 10 ensemble
members. The four experiments show positive bias (up to 45 W/m2) along the forecast
lead time. Although WRF-Solar DET, SKEBS, and WRF-Solar PHYS show similar values,
WRF-Solar EPS exhibits a slightly higher bias (5–15 W/m2) than the others. The three
ensemble forecasts show smaller RMSE than WRF-Solar DET along the forecast lead time;
however, SKEBS and WRF-Solar PHYS show 4.5% and 3.5% smaller RMSE than WRF-Solar
EPS, respectively. The mean ensemble spread in WRF-Solar EPS (18.6 W/m2) is 27.7% and
29.0% less than that of SKEBS (25.7 W/m2) and WRF-Solar PHYS (26.1 W/m2), respectively.
Because the GHI value itself is at its maximum when the solar zenith angle is close to 0, the
RMSE also tends to be largest in the middle of the daytime.

This analysis was also performed for clear sky conditions, and we found that the bias
and RMSE were noticeably lower than in all sky conditions (not shown). For example, in
clear skies, the biases obtained from the four models for the forecast lead time 36 were −15
to −0 W/m2, and the RMSE were 22 to 29 W/m2. These results suggest that cloud-related
uncertainties are significant in GHI prediction.
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The annual evolution of the metrics underlines the benefits of running ensemble
forecasting systems. Figure 5 shows the annual cycles of the 3-day running average
bias, mean absolute error (MAE), RMSE, and correlation for the four experiments. The
positive bias tends to decrease in spring and increase in summer. In general, the model
error is the smallest in winter and the largest in summer. The convective weather in
summer can increase the uncertainty of the cloud forecasts, which also affects the solar
irradiance forecasts. When comparing the three ensemble systems with the deterministic
forecast, the ensemble forecasts show a lower RMSE and MAE but a higher correlation
throughout the year. In addition, the correlation of the ensemble forecasts is higher than
that of the deterministic forecast throughout the year, and they performed even better
during the period of spring to summer. The evolution of the bias between WRF-Solar
DET and SKEBS is essentially the same. This is to be expected because SKEBS introduces
stochastic perturbations into the stream function that do not directly change the physical
quantities associated with the GHI. This means that the physical quantities related to the
cloud and radiation process are redistributed, but their total does not change. Surprisingly,
WRF-Solar EPS shows a slightly larger bias than WRF-Solar DET. Considering that the
method of generating stochastic perturbation in WRF-Solar EPS changes the quantity
of a physics variable that directly affects the calculation of the GHI, this can cause a
quantitative change in the GHI value itself together with the bias. In the case of the WRF-
Solar PHYS ensemble, because all members have different physics configurations, the bias
patterns of all 10 ensemble members are different. However, finally, the ensemble mean
shows compensated results. Results of SKEBS and WRF-Solar PHYS show slightly better
statistics than WRF-Solar EPS; however, the three ensembles are equivalent in terms of the
correlation.
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Figure 5. Three-day moving average of the (a) bias, (b) MAE, (c) RMSE, and (d) correlation of the
GHI forecasts from WRF-Solar DET (black), WRF-Solar EPS (blue), SKEBS (green), and WRF-Solar
PHYS (red) for 2018.

4.2. Evaluation of Spatial Distribution of Errors

The continuous coverage of the satellite retrievals from the NSRDB allows us to
evaluate the spatial distribution of the errors across CONUS. Figure 6 compares the spatial
distributions of the annual average bias, MAE, and correlation for the GHI predictions of
the four experiments calculated for day-2 forecasts with 30 min intervals over a year on
each grid point. All the WRF-Solar forecasts show an overall positive bias, and WRF-Solar
DET, WRF-Solar EPS, and SKEBS show similar patterns of the bias with the largest positive
bias being found in the southeastern United States. In particular, WRF-Solar DET and
SKEBS show almost the same pattern and size of bias. On the other hand, WRF-Solar EPS
shows a similar pattern of bias with WRF-Solar DET and SKEBS, but it clearly shows a
slightly higher positive bias compared to the other two. In the northeastern portion of
the domain, WRF-Solar EPS largely suppressed a negative bias. Compared to these three
forecast results, WRF-Solar PHYS shows a different pattern of bias, with the largest bias in
the central United States and a reduced bias in the southeastern areas.

Looking at the MAE, all forecasts show the largest MAE in the eastern United States.
In particular, the WRF-Solar DET produces a larger error compared to the other ensemble
forecasts. SKEBS and WRF-Solar PHYS show different patterns in bias, but in terms of
MAE, two forecast results show very similar error distributions. The correlation coefficient
generally shows high values (0.94–0.98) in the western United States and lower values
(0.82–0.90) in the northeastern United States. This is the opposite pattern of the MAE. The
three ensemble forecasts show a higher overall correlation than the deterministic forecast
in most regions, especially the eastern region.
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Figure 6. Bias (first column), MAE (second column), and correlation (third column) of the GHI
forecasts for 2018 from WRF-Solar DET (first row), WRF-Solar EPS (second row), SKEBS (third row),
and WRF-Solar PHYS (fourth row).

Figure 7 shows the spatial distribution of the percentage of forecast error reduction in
terms of MAE for the three ensemble predictions compared to WRF-Solar DET. WRF-Solar
EPS improved the overall predictability by 7.5% in most regions compared to WRF-Solar
DET. SKEBS and WRF-Solar PHYS significantly improved the predictability for the eastern
United States, showing an increased predictability by up to 20% on specific locations
with an average error reduction of 11.5%. Comparing the spatial distribution of the error
reduction of SKEBS and WRF-Solar PHYS, SKEBS showed a relatively large error reduction
trend for the central United States region, and WRF-Solar PHYS showed a decreased error
for the southern coastal regions in Florida, Louisiana, and Texas.
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4.3. Uncertainty Quantification

A rank histogram [55,56] is one way to evaluate the statistical consistency of the
ensemble. It requires computing the probability of the occurrence of observation in each set
of (n + 1) forecast bins in increasing order. When an ensemble is statistically consistent, the
probability of the occurrence of observations in each forecast bin should be equally likely,
so that the rank histogram is flat and has a uniform rank probability of 1/(n + 1). If the
rank histogram is flat, the ensemble is also referred to as reliable. A rank histogram can be
presented, together with the missing rate error (MRE) [22], to provide further information
on the spread of the ensemble. This is, the fraction of observations falling outside the
highest/lowest ranked prediction, above or below the expected missing rate of 1/(n + 1). A
larger positive (negative) MRE reveals a more under-dispersive (over-dispersive) ensemble.

Ref. [31] analyzed rank histogram and spread–skill diagrams to evaluate the reliability
of WRF-Solar EPS and its calibrated ensembles. In this study, the same analysis was
performed for the three raw ensemble forecasts: WRF-Solar EPS, SKEBS, and WRF-Solar
PHYS. Figure 8 compares the rank histogram and MRE of the three ensemble forecast
systems. All the ensembles show U-shape histograms, revealing under-dispersion in a
very similar way. A closer look reveals that WRF-Solar EPS has the highest left bars,
which means that small GHI values exist more frequently in the observation than in the
prediction. It can be interpreted that the optically thick clouds are simulated less frequently
in WRF-Solar EPS compared to SKEBS and WRF-Solar PHYS, and this can be supported
by the result in part 4.4. This result is consistent with the higher positive bias signal
shown by WRF-Solar EPS in the previous sections. The large positive MREs of the three
ensembles provide a quantification of the under-dispersive nature of the ensembles due to
the tendency of observations to fall outside the spread of the ensemble. Among the three
ensembles, WRF-Solar PHYS has a relatively better dispersion relationship (MRE = 35.02%),
followed by SKEBS (MRE = 40.34%), and WRF-Solar EPS (MRE = 46.25%).
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Figure 8. Rank histograms for the probabilistic prediction of GHI for (a) WRF-Solar EPS, and
(b) SKEBS, and (c) WRF-Solar PHYS. The gray bars show the frequency of occurrence of the obser-
vation in each rank. The solid black line, which is 1/(n + 1) when n equals 10, represents a perfect
uniform probability for an n-member ensemble.

In the spread–skill diagram in Figure 9, the ensemble spread is compared to the
RMSE of the ensemble mean over each bin of intervals for the two metrics. Considering
that the diagonal 1:1 line represents a perfect spread–skill agreement, the spread of the
three ensembles underestimates the magnitude of the error quantified in terms of the
RMSE. It shows that SKEBS and WRF-Solar PHYS are closer to the 1:1 line compared
to WRF-Solar EPS for the 2018 forecast experiments, but that still all experiments show
under-dispersive ensembles.
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4.4. Cloud Detection Evaluations

The ability to predict the presence or absence of clouds is an essential part of accurate
surface irradiance predictions. In this section, the frequency of the predicted clouds of
the four experiments was analyzed and compared with the cloud frequency shown in
the NSRDB. The difference between all-sky GHI and clear-sky GHI is used to determine
whether (or not) there is a cloud at that grid point at that time. If the difference between
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the two values is greater than (less than) 1 W/m2, then it is assumed that there is (is not) a
cloud. In the case of the three ensembles, if the difference between the two values is greater
than 1 W/m2 in 50% or more of the ensemble members, it is considered that there is a cloud,
which follows the methodology of [54]. We evaluated the predictability by classifying it
into four categories, as shown in Table 3, according to whether or not a cloud was detected
in the NSRDB and in each model forecast. For example, “CN” indicates that there is a cloud
in the NSRDB but no cloud in the forecast, and “CC” means that clouds are detected in
both the NSRDB and the forecast.

Table 3. Contingency matrix for the NSRDB and WRF-Solar datasets.

Forecasting

NSRDB
Scenario Cloudy Cloud-free
Cloudy CC CN

Cloud-free NC NN

Figure 10 presents the overall frequencies of clouds classified into the four categories
shown in Table 3 for the four forecast experiments. The probability of detection of clear skies,
NN/(NC+NN) × 100, is well represented in the four experiments at 82–85%, whereas a
large portion of missed clouds, CN/(CN + CC)× 100, is found under cloudy-sky conditions,
by 29–35%. All experiments produced fewer cloud occurrences than the NSRDB; however,
the three ensemble systems represent cloud masks slightly better than WRF-Solar DET. The
rate of having clouds in both the NSRDB and the model forecast, CC/(CC + CN + NC + NN)
× 100, is 45–49%, whereas the ratio in which the NSRDB has clouds but the model does not,
CN/(CC + CN + NC + NN) × 100, is 20–24%, showing that the model frequently misses
clouds. Another notable point is that WRF-Solar PHYS detects clouds more frequently in
both the presence (CC) and absence (NC) of actual clouds compared to other predictions. It
can be inferred that various types of clouds can be simulated ultiphysicsiphysics ensembles
with various combinations of physical parameterizations, whether they simulated real
clouds or fake clouds.
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To evaluate the spatial distribution of the accuracy of clouds in the four forecasting
systems, the Peirce skill score (PSS) [57,58] in Equation (2) was calculated for each grid
point based on the contingency shown in Table 3:

PSS =
CC·NN − CN·NC

(CC + CN)·(NC + MM)
× 100, (2)
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The PSS considers climatological relative frequencies to reduce the influence of dif-
ferent backgrounds representing clouds across CONUS. Figure 11 compares the cloud
occurrence frequencies in terms of the PSS. The four forecasting systems tend to success-
fully capture the clouds in the eastern and northwestern regions of the United States,
showing the PSS to be above 70%, whereas clouds are poorly collected in Kansas, Okla-
homa, and northern Texas, resulting in a significant drop in the PSS to 50%. WRF-Solar EPS,
SKEBS, and WRF-Solar PHYS show higher PSS than WRF-Solar DET, and the area-averaged
PSS of WRF-Solar PHYS is approximately 1.4% and 2.8% higher than that of SKEBS and
WRF-Solar EPS, respectively. Again, because the 10 ensemble members have different
configurations of physical parameterizations in WRF-Solar PHYS, the cloud position and
amounts in each ensemble member are highly independent of each other. This diversity
can bring a positive impact to cloud detection.
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Figure 11. Spatial distribution of the Peirce skill score (PSS) of cloud detection for 2018 in WRF-Solar
DET, WRF-Solar EPS, SKEBS, and WRF-Solar PHYS.

To compare the cloud optical properties of the clouds generated from each experi-
ment, the frequencies of each size range of the COD were compared in four experiments
(Figure 12). Looking at the COD range from 0.01 to 1, the SKEBS shows a smaller frequency
than the other models. In the COD range from 1 to 10, WRF-Solar PHYS produces the
highest frequency, followed by WRF-Solar EPS and SKEBS, and WRF-Solar DET represents
the lowest frequency. WRF-Solar DET again shows the lowest frequency in the COD range
from 10 to 20, whereas the rest of the models show similar distributions in this range. For
optically thick clouds (COD > 20), SKEBS shows a much higher frequency than the other
models, and WRF-Solar EPS exhibits much lower frequencies than the other models for
clouds with a COD of 30 or more. In summary, WRF-Solar DET produces optically thin
(COD < 1) and optically thick clouds (COD > 30) more frequently than the other models,
and SKEBS produces optically thick clouds (COD > 20) more frequently than the others.
WRF-Solar PHYS and WRF-Solar EPS produce optically medium clouds (1 < COD < 10)
more frequently than the other two, and WRF-Solar EPS shows the least amount of optically
thick clouds (COD > 20) compared to other models. This could correspond to the previous
results, in which WRF-Solar EPS has a more positive bias than the other forecasting systems.



Atmosphere 2022, 13, 1932 15 of 19Atmosphere 2022, 13, x FOR PEER REVIEW 15 of 19 
 

 

 
Figure 12. The frequency of clouds with respect to various cloud optical depth (COD) in WRF-Solar 
DET, WRF-Solar EPS, SKEBS, and WRF-Solar PHYS for 2018. 

5. Conclusions 
WRF-Solar EPS was recently developed by introducing stochastic perturbations into 

the most relevant physical variables for solar irradiance predictions. In this study, we 
evaluated the performance of WRF-Solar EPS with day-ahead solar irradiance predictions 
by comparing it with the WRF-Solar deterministic forecast (WRF-Solar DET), SKEBS, and 
a WR15ultiphysicsiphysics ensemble (WRF-Solar PHYS) through a forecasting experi-
ment spanning the year of 2018. Satellite-based GHI estimations from the NSRDB were 
used to quantify the forecasting errors of the four prediction systems. The continuous spa-
tial resolution of the NSRDB across CONUS allowed for analyzing not only diurnal and 
annual cycles of the forecast errors but also their spatial characteristics in terms of bias, 
MAE, and correlation. For the three ensemble forecasts, the overall probabilistic attributes 
of the ensemble, such as reliability and statistical consistency, were analyzed through rank 
histograms and spread–skill diagrams. We also analyzed the predicted cloud mask from 
the four forecasting systems using the difference between the clear-sky GHI and the all-
sky GHI at each grid point, and we compared the frequencies by size for the predicted 
cloud optical thickness. 

The important features of the evaluation are summarized as follows: (1) The impact 
of the stochastic perturbations in WRF-Solar EPS is larger in cloudy regions than in clear-
sky conditions. (2) WRF-Solar EPS shows slightly higher positive bias than WRF-Solar 
DET, SKEBS, and WRF-Solar PHYS in the GHI forecast, but the forecast error in terms of 
MAE decreases by 8.5% compared to WRF-Solar DET with increasing spatial correlation 
to the observations. In SKEBS and WRF-Solar PHYS, the forecast errors decrease in the 
central and eastern United States and the southeastern United States, respectively. (3) The 
three ensemble predictions improve the quality of the GHI forecasts compared to the de-
terministic predictions, but the ensemble forecast predictions appear to be under-disper-
sive, unreliable, and overconfident. (4) In cloud mask prediction, the four systems show 
much lower predictability in some regions in the central United States compared to the 
NSRDB. Meanwhile SKEBS and WRF-Solar PHYS showed better performance in cloud 
detection than WRF-Solar EPS. (5) SKEBS produces optically thick clouds (COD > 20) more 
frequently than the others, whereas WRF-Solar EPS generates clouds with COD greater 
than 30 with the least frequency. 

In SKEBS, the stochastic perturbation is introduced to the stream function and poten-
tial temperature, and that impact affects the prediction of the atmospheric momentum 
over the whole forecast period. On the other hand, in WRF-Solar EPS, stochastic pertur-
bations are added at every model integration time step to 14 variables that directly affect 
cloud and radiation prediction, but they are subtracted after calculating the tendencies, 
which limits the perturbation impact on the physics tendencies. Therefore, the uncertainty 
of cloud position appears to be considered over a wider range in SKEBS than in WRF-

Figure 12. The frequency of clouds with respect to various cloud optical depth (COD) in WRF-Solar
DET, WRF-Solar EPS, SKEBS, and WRF-Solar PHYS for 2018.

5. Conclusions

WRF-Solar EPS was recently developed by introducing stochastic perturbations into
the most relevant physical variables for solar irradiance predictions. In this study, we
evaluated the performance of WRF-Solar EPS with day-ahead solar irradiance predictions
by comparing it with the WRF-Solar deterministic forecast (WRF-Solar DET), SKEBS, and a
WR15ultiphysicsiphysics ensemble (WRF-Solar PHYS) through a forecasting experiment
spanning the year of 2018. Satellite-based GHI estimations from the NSRDB were used
to quantify the forecasting errors of the four prediction systems. The continuous spatial
resolution of the NSRDB across CONUS allowed for analyzing not only diurnal and annual
cycles of the forecast errors but also their spatial characteristics in terms of bias, MAE,
and correlation. For the three ensemble forecasts, the overall probabilistic attributes of
the ensemble, such as reliability and statistical consistency, were analyzed through rank
histograms and spread–skill diagrams. We also analyzed the predicted cloud mask from
the four forecasting systems using the difference between the clear-sky GHI and the all-sky
GHI at each grid point, and we compared the frequencies by size for the predicted cloud
optical thickness.

The important features of the evaluation are summarized as follows: (1) The impact of
the stochastic perturbations in WRF-Solar EPS is larger in cloudy regions than in clear-sky
conditions. (2) WRF-Solar EPS shows slightly higher positive bias than WRF-Solar DET,
SKEBS, and WRF-Solar PHYS in the GHI forecast, but the forecast error in terms of MAE
decreases by 8.5% compared to WRF-Solar DET with increasing spatial correlation to the
observations. In SKEBS and WRF-Solar PHYS, the forecast errors decrease in the central
and eastern United States and the southeastern United States, respectively. (3) The three
ensemble predictions improve the quality of the GHI forecasts compared to the deter-
ministic predictions, but the ensemble forecast predictions appear to be under-dispersive,
unreliable, and overconfident. (4) In cloud mask prediction, the four systems show much
lower predictability in some regions in the central United States compared to the NSRDB.
Meanwhile SKEBS and WRF-Solar PHYS showed better performance in cloud detection
than WRF-Solar EPS. (5) SKEBS produces optically thick clouds (COD > 20) more frequently
than the others, whereas WRF-Solar EPS generates clouds with COD greater than 30 with
the least frequency.

In SKEBS, the stochastic perturbation is introduced to the stream function and potential
temperature, and that impact affects the prediction of the atmospheric momentum over the
whole forecast period. On the other hand, in WRF-Solar EPS, stochastic perturbations are
added at every model integration time step to 14 variables that directly affect cloud and
radiation prediction, but they are subtracted after calculating the tendencies, which limits
the perturbation impact on the physics tendencies. Therefore, the uncertainty of cloud
position appears to be considered over a wider range in SKEBS than in WRF-Solar EPS. If



Atmosphere 2022, 13, 1932 16 of 19

uncertainty in momentum is accounted for in the future WRF-Solar EPS, it is expected that
there will be an improvement in position detection for clouds that do not stand still and
move continuously.

Both SKEBS and WRF-Solar EPS used the same physics configuration as WRF-Solar
DET. Nevertheless, optically thick clouds were frequently detected in SKEBS, whereas
relatively optically thin clouds (1 < COD < 10) were more frequently generated in WRF-Solar
EPS. WRF-Solar EPS first changes the amount of cloud by adding stochastic perturbations
to the clouds in each ensemble member, and then calculating the average of the 10 ensemble
members. This contributed to increasing the overall cloud hit rate compared to WRF-Solar
DET, but resulted in a decreased number of optically thick clouds. Remembering that
cloud transmittances and reflectances do not have a linear relationship to the cloud size
in the radiation process [36], the cloud thickness redistribution of WRF-Solar EPS would
have had a significant effect on the positive bias of GHI prediction. Figure 13 shows the
results calculated by the FARMS single-column mode, representing that the total amount of
GHI changes can lead to a positive bias when the cloud water amount is changed linearly.
When the amount of cloud water is increased to 20%, the calculated GHI is decreased to
30.0 W/m2. Conversely, when the cloud amount is decrease to 20%, the GHI is increased to
35.8 W/m2. In the future, this nonlinear relationship between the cloud amount and the
GHI should be accounted for when designing the formation of stochastic perturbations.
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The high cloud detection rate in WRF-Solar PHYS indicates that there is a possibility
to detect more various types of clouds when using various combinations of physical
parameterizations. Cloud microphysics is an important one, and the assessment should
take into account the representation of cloud optical properties. Therefore, finding several
configurations that perform well in GHI prediction and operating them with WRF-Solar
EPS would also help to improve surface irradiance predictability.
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