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Abstract: Due to the particularity of the site selection of hydropower stations, the canyon wind
with large fluctuations often occurs during the construction of the hydropower station, which will
seriously affect the safety of construction personnel. Especially in the early stage of the construction
of the hydropower station, the historical data and information on the canyon wind are scarce. Short-
term forecasting of canyon wind speed has become extremely important. The main innovation of
this paper is to propose a time series prediction method based on transfer learning. This method
can achieve short-term prediction when there are few wind speed sample data, and the model is
relatively simple while ensuring the accuracy of prediction. Considering the temporal and nonlinear
characteristics of canyon wind speed data, a hybrid transfer learning model based on a convolutional
neural network (CNN) and gated recurrent neural network (GRU) is proposed to predict short-term
canyon wind speed with fewer observation data. In this method, the time sliding window is used to
extract time series from historical wind speed data and temperature data of adjacent cities as the input
of the neural network. Next, CNN is used to extract the feature vector from the input, and the feature
vector can form time series. Then, the GRU network is used for short-term wind speed prediction by
the time series. Experimental results show that the proposed method improves MAE and RMSE by
nearly 20%, which will provide new ideas for the application of wind speed forecasting in canyons
under complex terrain. The research contents of this paper contribute to the actual construction of
hydropower stations.

Keywords: convolutional neural network; short and long-term memory network; time series; wind
speed prediction

1. Introduction

Hydropower is an important part of China’s energy, which can provide about 1/4 of
China’s electricity supply [1]. The development of hydropower can not only provide elec-
tricity, but also has comprehensive social benefits such as flood control, irrigation, tourism,
and promote regional economic development [2,3]. Hydroelectric power generation is
realized by converting the potential energy contained in the high rivers and lakes into
the kinetic energy of the hydraulic turbine, and then pushing the generator to generate
electric energy [4,5]. Based on the power generation principle of hydropower stations,
hydropower dams are generally built in canyons with large river drops and complex terrain.
However, it is inevitable to consider the impact of canyon wind when building hydropower
stations in a canyon with large terrain drops [6]. Strong winds in the canyon can directly
affect the construction of hydropower stations, and the safety of workers and can cause
immeasurable losses [7]. For example, the Baihetan Hydropower Station, located at the
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junction of the Qinghai-Tibet Plateau and the Chengdu Plain, has a complex topography
and a changeable climate. Since the construction of this station started, strong winds have
occurred frequently. According to historical data, 235 days of strong winds above level 7
occur each year, accounting for 64.2% of the whole year. This poses a serious challenge to
the construction progress and safety of the dam during the pouring period. In the early
stage of hydropower dam construction, historical wind speed data at construction sites
were particularly scarce and there were many missing values in the data. It is even more
difficult to qualitatively analyze wind speed characteristics. In response to these thorny
issues, it is of great practical significance to study canyon wind speed prediction, which
can provide technical support for engineering construction quality and safety, reduce risk,
and control cost management [8].

In recent years, both domestic and foreign scholars have carried out a lot of research
on wind speed prediction and proposed a variety of methods. In general, these methods
can be divided into three categories [9]: (1) Physical models: This type of method uses
physical factors, and meteorological data including terrain, pressure, and temperature to
estimate future wind speeds [10]. Sometimes they are just the first step in the prediction, as
an auxiliary input to other statistical models. Numerical Weather Prediction (NWP) is a
method proposed to solve weather forecasting problems by meteorologists. To represent
the local terrain, a digital elevation model can be used in the NWP to obtain more accurate
results. Landberg proposed an automated online prediction system in which the NWP
model was also used [11]. Since NWP is a large-scale prediction model, when the research
object is a specific wind farm, other detailed information such as terrain and roughness
is needed. The simplest method of wind speed prediction is a continuous method [12].
This method takes the nearest wind speed observation as the next point for forecast and
greatly improves the prediction effect of wind speed in the next 6 h. However, this method
can only make short-term predictions. Negnevitsky et al., pointed out that NWP models
should introduce accurate digital elevation and the output data to correct short-term fore-
casts [13]. However, the disadvantage of the physical model is also obvious, that is, any
certain physical model cannot well simulate the real wind speed data, which will greatly
reduce the accuracy of wind speed prediction. (2) Traditional statistical model: This type
of method is based on the correlation of wind speed series and establishes a predictive
model through steps including model identification, parameter estimation, and model
verification. It describes the changes in historical wind speed series and then predicts future
changes. Its common modeling methods mainly include the Autoregressive model (AG),
Moving Average model (MA), Autoregressive Moving Average model (ARMA), and Re-
gressive Integrated Moving Average model (ARIMA) [14]. Lalarukh and Yasmin proposed
a model involving self-correlation, non-Gaussian distribution, and daily non-stable [15].
Torres et al., used the ARMA model to predict average wind speed in hours and pointed out
that the transformation and standardization of time series are very important. Costa et al.,
used Kalman filtering to predict wind speed and the experimental results showed that it is
better for predicting wind speed by a five-minute step [16]. However, the disadvantage of
traditional statistical methods is that those methods have a poor fitting effect on nonlinear
data sets, those methods are not ideal for identifying complex data, and are easy to cause
over-fitting because traditional statistical models do not have a learning process. (3) Ar-
tificial intelligence model: Now, with the development of artificial intelligence and other
prediction methods, a variety of new models for wind speed and wind power prediction
have been proposed. These include Support Vector Machines (SVM) [17], Fuzzy Logic
methods [18], Artificial Neural Networks (ANN) [19], and hybrid prediction methods.
Monhandes et al., used SVM for wind speed prediction and compared it with multi-layer
Perceptron neural networks (MLP) [20]. The results showed that the SVM model has a
lower prediction error than MLP. Ji et al., also proposed a support vector classifier for
estimating prediction errors [21]. Sancho et al., proposed a progressive support vector
regression method to solve parameter estimation problems in SVM based on iterative
techniques [22]. Zhou et al., systematically studied the selection of the least-square-SVM
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parameters by using three SVM cores involving linear, Gaussian, and polynomial [23].
Hu et al., analyzed the different noises of support vector machines to complete the predic-
tion modeling [24]. Fuzzy Logic methods use a linear model to approximate the nonlinear
dynamic wind speed changes by a database of fuzzy rules with data and language based
on fuzzy logic and the expertise of forecasters [25]. Due to the weak learning ability of
fuzzy prediction, the effect of the pure fuzzy method is often not good. The selection of
the structure of the fuzzy system requires further research. Thus, the fuzzy prediction
method is usually used in conjunction with other methods. For example, Siderotos and
Hatziargyriou proposed a fuzzy method, which is combined with a neural network and
obtained satisfactory results [26]. However, the common problem of deep learning is that it
is not suitable for solving a class of problems, which will lead to wind speed prediction
in a different scene, so it is necessary to reconstruct the model, which is time-consuming
and laborious.

The above methods have their characteristics, but they all meet the premise of suf-
ficient wind speed data. However, it is often difficult to learn a good prediction model
for wind speed prediction due to insufficient data on new wind farms or engineering
construction. Togelou et al., proposed a self-constructed and adaptive statistical model
for this problem [27], but this model is complicated to establish and does not use other
available wind speed data. At this point, we consider borrowing appropriate wind speed
data directly from the area around the hydropower station to assist in modeling. Therefore,
we introduce a modeling strategy of transfer learning (TL) [28]. Transfer learning can
complete short-term wind speed prediction under the condition of a few sample data by
applying the knowledge learned in certain fields. This strategy can learn a shared model
from the data of different domains and then fine-tune the shared model to obtain a unique
mathematical model to better complete the prediction.

This study is the first study due to its ability both to deal effectively with the nonlinear
problem and to make high accuracy for small sample data in wind speed time series. The
main contributions presented in this study are as follows:

1. This paper proposed a CNN—GRU method to predict short-term canyon wind speed
for the time series and nonlinear characteristics of any wind speed. This model
constructs a multi-layer convolutional neural network to extract the complex features
of wind speed and GRU model is used to learn the relationship between time series,
this model solves the difficulty of extracting high-level features of wind speed data and
the gradient disappearing when the model learns time-series information. Through
this method, the wind speed data can be fully mined. The proposed model is ingenious
and easy to implement.

2. This paper solves the problem of wind speed prediction with small sample wind
speed data. The model proposed is based on transfer learning. This method predicts
the wind speed characteristics by learning the similar wind speed characteristics in
other regions. This method can obtain a good short-term wind speed prediction effect
for a small amount of wind speed data. This is particularly important for wind speed
prediction in the early stage of hydropower station construction.

3. This article is written based on the actual construction of the Baihetan Hydropower
Station in Sichuan. The data in the article is also derived from the actual weather data
in the early stage of the construction of the hydropower station. This article is research-
based on the combination of theory and practice, which has strong engineering
realization value.

In the rest of the paper, the second chapter mainly summarizes the basic CNN and
GRU model. These two networks contribute to the main mathematical model of the
proposed method, which can effectively mine inherent and abstract sharing features in the
wind speed time series. The third chapter summarizes the transfer learning implementation
strategy and describes the improvement of the CNN—GRU model. The fourth chapter
points out the evaluation of wind speed prediction and conducts three sets of experiments.
The first set is to discuss the effect of fine-tuning the model and it verified the effectiveness
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of the transfer learning strategy. The second set and the third set are to verify that the
proposed model has a good performance in short-term wind speed prediction according to
different wind speed characteristics in different sites. The fifth part is a summary.

2. Technical Background
2.1. Full-Text Framework

The overall framework of this article is shown in Figure 1. It is divided into three modules:
The data preprocessing module, model training module, and wind speed prediction module.

Figure 1. The framework of the wind speed prediction model.

The data preprocessing module is mainly to distinguish the target domain data from
the source domain data. The source domain data are used to train the model, while the
target domain data are used to test the model. The model training module mainly constructs
the network layer number and determines the hyperparameter of the network. The weight
of the whole network is updated according to the minimum derivative of the loss function
after cyclic training. The data used in this procedure is the source domain data. The wind
speed prediction module is mainly to finetune a model obtained by training. Then the
wind speed prediction of the target domain is realized by learning the target domain data.
Of these three modules, the most important is the model training module. It is based on
the CNN model and GRU network.

2.2. CNN Model

This paper adopts the basic convolutional neural network model, and the basic struc-
ture of the convolutional neural network is shown in Figure 2 below. A convolutional
neural network can express the original data at a high and abstract level by the advantages
of the convolution operation. It has an excellent performance in the image, signal wave-
form, and other fields [29]. Wind speed, air temperature, and other data are time-series
data, which have local correlation, that is, data with similar times have a strong correlation.
Therefore, using CNN to deal with its local features has a good effect.

The basic structure of CNN mainly includes a convolution layer and pooling layer.
The convolution layer extracts data to the next layer by sliding the convolution kernel
with a fixed size at a certain step. The pooling layer mainly deletes the similarity of data
to reduce the computation of data. After the feature extraction of multiple convolution
layers and pooling layers, the data is flattened and finally used as the output of the network
through the full connection layer.



Atmosphere 2022, 13, 813 5 of 15

Figure 2. Schematic diagram of basic convolutional neural network.

The convolution layer is constructed inspired by the biological research result that
there is a receptive field when people observe things. The convolution operation is carried
out by convolution with the appropriate size to check the information in the receptive field,
by which the features of the original data are abstractly extracted. When the input data is
X, the feature graph C of the convolution layer can be expressed as follows:

C = f (X⊗W + b) (1)

where ⊗ is the convolution operation, W is the weight vector of the convolution kernel,
b represents the offset, and f (·) is the activation function. The activation function used in
this article is the ReLu function. In this paper, 1-dim CNN is used to extract the features of
the original data. 1-dim CNN can mine the correlation between multi-dimensional data
and remove the noise and unstable components from it. The relatively stable information
of the processed model is then transmitted to the GRU network as a whole for prediction.

2.3. GRU Network

LSTM network is a recurrent neural network (RNN) architecture that can learn order
dependency in nonlinear sequence prediction problems [30]. A Gated Recurrent Unit
(GRU) network is an improved network model based on the optimization of the three gate
functions of LSTM. The forgetting gate and input gate are integrated into a single update
gate, and the neuron state and hidden state are mixed at the same time. GRU network can
effectively alleviate the problem of “gradient disappearance” in the RNN network, reduce
the number of parameters of the LSTM network unit, and shorten the training time [31].
The basic structure of the GRU network is shown in Figure 3, and the specific mathematical
description is shown in Equation (2).

rt = σ(Wr·[ht−1, xt])
zt = σ(Wz·[ht−1, xt])

h̃t = φ
(
Wh̃·[rt × ht−1, xt]

)
ht = (I− zt)× ht−1 + zt × h̃t
yt = σ(Wo·ht)

(2)

In Figure 3 and Equation (2), xt, ht−1, ht, rt, zt, h̃t, yt are the input vector, the state
memory variable of the last moment, the state memory variable of the current moment,
the state of the update gate, the state of the reset gate, the state of the current candidate
set, and the output vector of the current time. Wr, Wz, Wh̃, Wo are the weight parameters
of the connection matrix multiplied by the update gate, reset gate and candidate set, and
output vector, respectively. I represents the identity matrix. [ ] represents vector operations.
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· represents the matrix dot product. × represents matrix products. σ represents the sigmoid
activation function. φ represents the tanh activation function. The mathematical description
of σ and φ is as follows:

σ(x) =
1

1 + e−x (3)

φ(x) =
ex − e−x

ex + e−x (4)

Figure 3. GRU model.

GRU has a recurrent and resetting of doors as its core module. The splicing matrix of
the input variable xt and the state memory variable of the last moment ht−1 is input into the
update gate after sigmoid nonlinear transformation, which determines the extent of which
the state variable is brought into the current state. Resets the amount of information that
can be written to the candidate set at the last moment of the gate control. The information of
the last moment is stored by I− zt times ht−1 and the information of the current moment is
recorded by zt times h̃t. These two are added together as the output of the current moment.

3. CNN—GRU Based on Transfer Learning
3.1. Transfer Learning

In traditional machine learning tasks, to ensure the accuracy and reliability of trained
models, there are generally two assumptions: (1) The training samples and test samples
are independent and identically distributed. (2) There must be enough training samples
available to learn and get a good model. However, in practical application, these two
conditions often cannot be met [32]. Transfer learning is a new machine learning method
that uses existing knowledge to solve different but related fields and tasks. This approach
relaxes two basic assumptions in traditional machine learning, whose purpose is to transfer
the existing knowledge to solve the learning problem where there is only a small amount
of labeled sample data in the target domain. The following figure shows how transfer
learning differs from traditional machine learning processes.

As can be seen from Figure 4, deep learning requires a separate learning system for
each task, and there is no connection between different systems. When constructing the
system, different data are needed to train the learning system, which requires a lot of data
and takes a lot of time. This method is not suitable for the less wind speed data and fast
prediction speed at the initial stage of dam construction. Transfer learning is derived from
deep learning. It can be seen from Figure 5 that, the features of source domain data are both
independent and internal similar to those of target domain data, which are represented by
color blocks. When solving the problem of the source domain, it is not necessary to build a
new learning system from scratch but to apply the learning system of the source domain
directly to the problem solving of the target domain after fine-tuning. Based on this idea,
this paper uses transfer learning theory to predict wind speed in the complex terrain of
dam construction, aiming at the difficulty of short-term wind speed data samples in the
initial stage of the project.
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Figure 4. Traditional deep learning.

Figure 5. Transfer learning.

The experimental purpose of this paper is to predict the wind speed during the
construction of a hydropower station. Based on the above analysis, the requirement of
wind speed prediction in dam construction is fast and accurate. So, we use one of the
simplest transfer methods of a deep neural network—finetune. Finetune is an important
technique in deep learning, which takes advantage of a trained network and adapts it
to a specific task. Finetune is applicable if training and test data follow the same data
distribution. In the data used in this paper, the source domain data is the meteorological
data of the surrounding cities, and the target domain data is the meteorological data near
the dam site. The data distribution of the two classes is the same, so the finetune method of
transfer learning can be used.

3.2. Hybrid Model of CNN—GRU Network Based on Transfer Learning

In this paper, the main architectures are a convolution neural network based on
transfer learning and GRU. Firstly, temperature and wind speed data of existing stations
were extracted by the CNN network combined with transfer learning to construct feature
vectors of time series. Then the results are input into the GRU model for training, and the
parameters in the network are updated and optimized by the optimization algorithm. The
basic structure of CNN—GRU combined with transfer learning is shown in Figure 6 below.

In the mixed structure diagram of CNN—GRU, the data at the left is multivariate
time series data, including wind speed data, air temperature data, humidity data, etc.
These data are all-time series data, but the time series of wind speed is highly correlated.
Therefore, these data are input into the CNN, and the convolution kernel extracts the
original data layer-by-layer through the sliding window. The CNN not only extracts the
independent features of each data but also extracts the correlation degree between different
data. The middle part is the main structure of CNN and also the main fine-tuning part of
transfer learning. The main body is trained by a large number of existing wind speed data,
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constantly optimizing the parameters of each layer, and then freezing the layer to save the
best weight parameters for the subsequent wind speed prediction. The last module is the
GRU model, which has been introduced in detail in the previous section. Its main function
is to predict wind speed and finally output the predicted value of wind speed.

Figure 6. Hybrid Model of CNN—GRU Network.

4. Results and Discussions
4.1. Experimental Data and Evaluation Indicators

The data set used in the experiment was taken from the real data of urban observa-
tion stations near the hydropower station. In this paper, hourly wind speed data after
25 May 2017, are selected. In the data set, each wind speed record includes six attributes: air
temperature, wind direction, two-wind speed, two-wind direction, humidity, and pressure.
Some wind speed records are shown in Table 1. We use two different data for experiments
in this paper. Data features of site one and site two are significantly different, as can be
seen from observation values in Figures 7 and 8. The fluctuation period of the wind speed
data at site one is very short, which means that the wind speed data will fluctuate greatly
in a very short interval. We use the data at site one to represent this kind of typical data.
However, the fluctuation cycle of the data at site two is periodic, with fluctuations occurring
every certain period. We use the data at site two to represent another type of periodic wind.

Table 1. Partial meteorological data.

Time
Meteorological Data Air Temperature

(C◦)
Wind

Direction
Two-Wind Speed

(m/s)
Two-Wind
Direction

Humidity (%rh) Pressure (pa)

2017-05-25 12:00:00 23.8 341 4.6 348 45 941

2017-05-25 13:00:00 26.1 28 2.8 16 36 942

2017-05-25 14:00:00 27.0 355 6.2 347 34 942

2017-05-25 15:00:00 27.1 355 5.8 352 32 942

2017-05-25 16:00:00 27.3 341 6.3 339 32 944

2017-05-25 17:00:00 27.2 350 6.4 354 32 944

2017-05-25 18:00:00 27.0 350 6.2 358 32 944

2017-05-25 19:00:00 26.7 2 3.8 14 34 945

2017-05-25 20:00:00 24.5 94 1.2 137 53 942
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Figure 7. Comparison of different model predicted value and the real value: (a) CNN—GRU—OmDT;
(b) CNN—GRU-TmDT; (c) TL—CNN—GRU- OmDT; (d) TL—CNN—GRU- TmDT.

Figure 8. Comparison of different model predicted value and the real value: (a) CNN—GRU—OmDT;
(b) CNN—GRU—TmDT; (c) TL—CNN—GRU—OmDT; (d) TL—CNN—GRU—TmDT.
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In this experiment, Mean Absolute Error (MAE) and Root Mean Square Error (RMSE)
are taken for the performance evaluation. These two kinds of measurement indexes with
their equations are shown in Equations (5) and (6).

MAE =
1
N

N

∑
n=1
|on − pn| (5)

RMSE =

√√√√√ N
∑

n=1
(on − pn)

2

N
(6)

where pn denotes the predicted value, and on represents the observed values. N is the
predicted length. The smaller MAE and RSME are, the closer the prediction is to the
true value.

In this paper, some basic parameters of the training model are listed. Through repeated
experiments, the aim is to minimize the loss function. There are some global settings that
we used stochastic gradient descent (SGD) to train the proposed model and included
an early stopping mechanism to prevent overfitting. Momentum was set to 0.5 and the
learning rate η was set to 0.001 in order to increase the speed of convergence, batch size set
to 32, the dropout we set is different from the image processing, the setting is lower, which is
10%. The purpose of this is the high-level features of wind speed data are difficult to extract,
the advantage is to keep the information features without adding redundant data. For a single
convolutional layer, the size of the convolution kernel is 3× 3, the step size is one, and the
padding is to fill zero at the edge. Finally, the number of GRU is one hundred. All experiments
were conducted on a workstation running Keras as an interface for Tensorflow with an Intel
Xeon Silver 4116 CPU, 64 GB RAM, and an Nvidia RTX 2080Ti GPU.

4.2. Discussion on Wind Speed Prediction at Site 1

The wind speed prediction of station 1 is discussed below. As mentioned above, the
geographical location of station 1 belongs to Baihetan Hydropower, and the wind speed
features have great fluctuation. We conduct experiments on the first 24-h data of wind speed
data in the source region and carry out prediction experiments on the wind speed of this
station by GRU model. Two ways of CNN combining with GRU model and CNN combining
with GRU based on transfer learning are conducted. In this paper, a 15-day wind speed
forecast is taken. The following Figure 7 shows the comparison of different experiment.

In Figure 7a,c use one-month data as the model obtained after training, while (c), (d)
obtains the model after three-month training data. Figure 7a,b respectively show wind
speed prediction based on CNN combined with GRU model. Figure 7c,d considered
transfer learning. We can see from the figure that the model based on one-month wind
speed data training is worse than based on three-month training data. The one-month
training data models’ prediction deviation is higher than three-month training data models
with large wind speed fluctuation, and the prediction value of these models does not
overlap with the real value in the region with dense wind speed. This is because, in the case
of a small number of wind speed samples, the pre-training of the model cannot extract wind
speed characteristics well. It also can be seen that compared with the methods without
transfer learning, the prediction bias of transfer learning models is significantly better. The
two transfer learning models can predict both peak wind speed and time regions with dense
wind speed well. Therefore, the method proposed in this paper has good predictability
for the region with high wind speed fluctuation at site 1. The following Table 2 gives the
evaluation indexes of different method models.
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Table 2. Evaluation index accuracy of different model methods.

Train
Data

GRU CNN—GRU

TL—CNN—GRU

Without Finetune Only GRU Freezing Training GRU with
CNN Freezing

MAE RMSE MAE RMSE MAE RMSE MAE RMSE MAE RMSE

OmDT 1.832 2.325 1.704 2.162 1.437 1.853 1.334 1.740 1.235 1.701

TmDT 1.724 2.171 1.605 2.021 1.414 1.811 1.317 1.730 1.235 1.630

According to the above Table 2 and Figure 7, we can see that the disadvantage of using
GRU alone is it has few parameters, but it cannot extract wind speed characteristics well.
Therefore, the MAE and RMSE of this model are relatively high. Compared with the GRU
model used alone, combining the CNN with the GRU model has improved prediction in
the accuracy of wind speed. However, this model simply learns some basic wind speed
characteristics from small sample data. It has poor learning ability for high peak wind
speed and dense wind speed areas. Therefore, the accuracy of this model is still higher
than the transfer learning model. The transfer learning model has three different ways
discussed below:

(1) The first way is directly use pre-training paraments without fine-tuning, and it has the
worst prediction results. Whether it is small sample data or three months of sample
data training, the results are higher than others. This is because if the model is not
fine-tuned, the neural network will overfit the data set in the source domain, and the
feature extraction of the data in the target domain is insufficient.

(2) The second way uses a pre-training model with only GRU freezing. Compared with
without fine-tuning model, this model has a better effect. By fine-tuning part of the
neural network layer, the wind speed characteristics of the source domain data set can
be fully obtained, and the over-fitting problem of the model can be further corrected
by using the target domain data.

(3) The third way trains GRU and CNN is frozen. This way performs best. It indicates
that there are some differences in wind speed timing characteristics between the
source region and target region. By taking the GRU layer as the fine-tuning network
layer, we can not only learn the overall wind speed time series features in the source
domain data, but also quickly obtain the wind speed time series features in the target
domain, which effectively improves the feature extraction ability of the long wind
speed series.

It can be concluded from the above analysis that the CNN combined with the GRU
model based on training the GRU with the CNN freezing transfer learning is suitable for
site 1, and it has the best prediction effect and the highest accuracy.

4.3. Discussion on Wind Speed Prediction at Station 2

Based on the above discussion of site 1, the selection of site 2 is geographically different
from site 1. The selected test data of this site is smaller than the average value of the last site.
Except for some extremely high peak moments, the fluctuation of wind speed of this site is
relatively stable, and the average wind speed is lower than that of site 1, and the frequency
of peak and wind speed peak is less. Therefore, the predicted overall evaluation index is
better than that of site 1. The following Figure 8 shows the advantages and disadvantages
of different models based on transfer learning.

Similar to the experimental content of site 1, Figure 8a,b is wind speed predictions
based on the CNN combined with the GRU model. From this figure, we can see that the
model of Figure 8a cannot predict the data well, either at the peak point of a wind speed or
in the area with dense wind speed. This is due to the low long-term fluctuation of wind
speed at site 2, with only a few days prone to strong winds. Therefore, it is more difficult
to learn the wind speed characteristics of site 2, and it is difficult for CNN—GRU to learn
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the wind speed characteristics of this point by using the wind speed data of one month.
Compared with Figure 8a, the wind speed prediction effect of Figure 8b is slightly better,
but there is still a significant deviation from the real wind speed data. Figure 8c,d is CNN
combined GRU models based on transfer learning respectively. It can be seen that the
model can well predict the wind speed in the target region, even when the wind speed
value is large. In practical engineering applications, the model has good performance. The
following Table 3 gives the evaluation indexes of different models.

Table 3. Evaluation index accuracy of different model methods.

Train
Data

GRU CNN—GRU

TL—CNN—GRU

Without Finetune Only GRU Freezing Training GRU with
CNN Freezing

MAE RMSE MAE RMSE MAE RMSE MAE RMSE MAE RMSE

OmDT 1.503 2.015 1.362 1.960 1.212 1.728 1.150 1.659 1.101 1.616

TmDT 1.363 1.920 1.288 1.836 1.143 1.656 1.089 1.612 1.039 1.569

According to Table 3 and Figure 8, it can be found that the evaluation index of wind
speed predicted by the GRU model alone is the worst. However, compared with site 1, the
GRU model performed better at site 2, which has a certain reference value for areas with
little fluctuation of wind speed. The effect of the CNN—GRU wind speed prediction and
evaluation index is better than that of the GRU model alone because convolutional can
better extract the wind speed characteristics of site 2 and improve the prediction ability of
the network. The following is a discussion of transfer learning of this model in detail.

The first is horizontal analysis of the forecast for site 2. It can be seen from the table that
the prediction effect of the model using one-month small sample data for training is close
to that of using three-month data for training, which indicates that the model proposed
in this paper still has a good effect in the initial stage of hydropower station construction
when wind speed samples are insufficient.

Furthermore, the prediction accuracy of site 2 was compared longitudinally. As can be
seen from the table, the prediction results of the model without fine-tuning are significantly
higher than those of the model after fine-tuning, whether it is the small sample data or the
sample with three months of sufficient data training. Since the wind speed characteristics
of the two places are different, direct transfer learning without fine-tuning may lead to
over-fitting of model parameters. Therefore, the weight parameters of the model need
to be adjusted slightly to extract the wind speed characteristics of the two places. The
structure of the GRU network determines that the GRU has fewer parameters, which
reduces the problems caused by over-fitting. When training the GRU with freezing the
CNN, it can achieve the best results among the three types of TL-CNN—GRU models,
which indicates that although the data characteristics of the source domain and target
domain are different, the data characteristics of the target domain can be quickly learned
by using GRU. Therefore, the feature extraction ability of wind time series in the target
region has been significantly improved.

This paper compares the proposed method with methods in other literatures, and the
comparison results are shown in the Table 4 below:

Table 4. Contrast between different methods.

Method MAE RMSE

Proposed method-site one 1.235 1.630
Proposed method-site two 1.039 1.569

RBF [33] 2.1525 2.1441
SHL-DNN [34] 1.6652 ——

BP [35] 2.0199 2.0455
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As we can see from the table above, the proposed method in this paper has improved in
different procedures compared with other methods in literature, especially for some traditional
methods, the improvement is about 38%, which proves the excellence of TL-CNN—GRU, and
this method has practical significance for the research of wind speed prediction.

5. Conclusions

This paper proposes a wind speed prediction model combining the CNN and GRU
based on transfer learning, which is also suitable for the prediction of small sample wind
speed data. We constructed a multi-layer convolutional neural network to extract wind
speed characteristics, memorize past wind speed information through the GRU gating
mechanism, and at the same time reduce the problem of gradient disappearance. First, a
large number of wind speed data in the surrounding urban areas are used to pre-train the
model, the purpose of this step is to get the hyperparameters of the model, the wind speed
prediction model of hydropower station is obtained by fine-tuning, this step is the transfer
learning method. The sharing model constructed by this method can effectively excavate
the inherent and abstract sharing characteristics of wind speed in different fields. The
experimental results show that the wind speed predicted by the proposed model is almost
the same as the real data, within fifteen days of the real data, the wind speed fluctuation
period at site one is short, and within a certain time interval, the wind speed fluctuation
period at site two is long, which is completely different from the wind speed characteristics
of site one. Experimental results show that the prediction results of these two kinds of data
are very close to the actual values. The reason for this model’s good performance lies in
that the CNN model is first used to extract high-level features of input data, and the GRU
model is used to learn the relationship between time series, this model solves the difficulty
of extracting high level features of wind speed data and the gradient disappearing when
the model learns time series information. Through this method, the wind speed data can
be fully mined. In summary, the model is effective for short-term wind speed prediction,
which lays a foundation for the other short-term wind speed prediction.
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