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Abstract: The traditional least squares method for the retrieval of CO2 emissions from CO2 emission
sources is affected by the nonlinear characteristics of the Gaussian plume model, which leads to the
optimal estimation of CO2 emissions easily falling into local minima. In this study, ACA–IPFM (ant
colony algorithm and interior point penalty function) is proposed to remedy the shortcomings of the
traditional least squares method, which makes full use of the global search property of the ant colony
algorithm and the local exact search capability of the interior point penalty function to make the
optimal estimation of CO2 emissions closer to the global optimum. We evaluate the errors of several
parameters that are most likely to affect the accuracy of the CO2 emission retrieval and analyze these
errors jointly. These parameters include wind speed measurement error, wind direction measurement
error, CO2 concentration measurement error, and the number of CO2 concentration measurements.
When the wind speed error is less than 20%, the inverse error of CO2 concentration emission is less
than 1% and the uncertainty is less than 3%, when the wind direction error is less than 55 degrees,
the inverse error is less than 1% and the uncertainty is less than 3%, when the CO2 concentration
measurement error is less than 10%, the inverse error is less than 1% and the uncertainty is less than
3.3%, and when the measurement quantity is higher than 60, the inverse error is less than 1% and
the uncertainty is less than 3%. In addition, we simulate the concentration observations on different
paths under the same conditions, and invert the CO2 emissions based on these simulated values.
Through the retrieval results, we evaluate the errors caused by different paths of measurements, and
have demonstrated that different paths are affected by different emission sources to different degrees,
resulting in different inversion accuracies for different paths under the same conditions in the end,
which can provide some reference for the actual measurement route planning of the mobile system.
Combined with the characteristics of the agility of the mobile system, ACA–IPFM can extend the
monitoring of CO2 emissions to a wider area.

Keywords: CO2 emission; inner point penalty function; ant colony algorithm; simulation

1. Introduction

The increase in atmospheric CO2 concentration is the main cause of global warming.
Excess CO2 in the atmosphere changes the carbon cycle pattern in the original natural
ecosystem, causing more and more CO2 to remain in the atmosphere, which further
absorbs the shortwave radiation emitted outward from the Earth [1], thus further enhancing
the surface temperature and causing global warming. Since the industrial revolution
atmospheric CO2 levels have increased by 47% [2], and anthropogenic emissions are one
of the main causes of this large rise. Moreover, strong point source emissions can have
other impacts on the atmosphere [3–6]. Among the anthropogenic emissions, strong point
source carbon emissions are the main form and composition [7,8]. Taking coal-fired power
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plants [1,9] as an example, CO2 emissions from them are one of the largest sources of CO2
emissions due to the large amount of chemical substances burned. In order to reduce CO2
emissions, each country has made its own efforts [10,11]. However, how to accurately
measure CO2 emissions is the first issue that needs to be faced in order to reduce CO2
emissions [12,13].

Currently, the commonly used carbon accounting is the inventory method based on
energy consumption statistics [14]. This method has an important role for international
climate agreement compliance. Studies have shown that the inventory method has potential
for carbon emission verification at the national scale [12,15]. For point source carbon
emission verification, the challenges faced by the inventory method include two aspects.
First, some companies will underreport their own energy use, which is particularly common
in some developing countries with inadequate regulatory mechanisms [13]. Second, the
emission factor is a value that is related to a variety of factors such as fuel type and
process [16].

In order to control the cost of accounting, some simplification is inevitable in plant-
scale carbon accounting, which reduces the accuracy of accounting. Estimation of point-
scale carbon emissions using atmospheric CO2 concentration observations is an emerging
technique that can well complement the existing carbon accounting system [17,18]. There
are several technical means to obtain atmospheric CO2 concentrations. Satellite-based
remote sensing, such as ENVISAT [19], GOSAT [20], and OCO2 [21,22], is the most effective
and affordable means to obtain column-averaged dry-air mixing ratio of CO2, abbreviated
as XCO2, worldwide, helping to obtain the CO2 flux at the region scale [23,24] and estimate
emissions of point sources [25,26]. The commonly-used air transport model for estimating
point source CO2 emission is the Gaussian dispersion model, which yields a so-called
slender plume [27,28]. Therefore, the high spatial resolution and the adequate coverage
of XCO2 products are very important for effective and accurate estimation of point source
emissions [28,29]. For this purpose, satellite-based remote sensing is better at measuring
non-specific point sources rather than some specific ones.

Ground-based measurements can obtain CO2 concentrations regardless of weather and
time [30]. Moreover, mobile ground-based measurements can obtain CO2 concentrations
near any specific target via customized observing routes. Recently, range-resolved CO2
concentrations obtained by a differential absorption LIDAR has been used to yield a very
accurate estimation of point source CO2 emissions [17,31–34]. However, the technical
threshold for such devices is high and the commercialization process is insufficient. Now,
CO2 analyzers are very common in many countries to obtain point CO2 concentrations.
The on-board system contains three parts: CO2 analyzers, meteorological instruments, and
Global Navigation Satellite System (GNSS). The meteorological instruments can obtain
wind speed, wind direction, and other information. GNSS can record location information.
Thus, on-board systems can obtain CO2 concentrations with fine spatial resolution and
high accuracy. Most importantly, such an observation mode has a relatively low technical
threshold, having the potential for large-scale applications. Thus, the development of robust
and accurate methods to retrieve point source CO2 emissions is valuable and relevant for
systems equipped with common commercial CO2 analyzers.

Until now, the Gaussian plume model has been widely adopted as the air transport
model to estimate CO2 emissions using CO2 concentrations obtained by satellites [18],
planes [17,35,36], drones [29] and ground-based LIDAR [28]. However, due to the nonlinear
nature of Gaussian plume models, we usually need sufficient prior knowledge to make
the CO2 emission retrieval more accurate. However, this knowledge is often difficult to
obtain, which is an obstacle in applying the Gaussian plume model to processing CO2
concentrations obtained by mobile systems. To tackle this issue, this work proposes an
optimization algorithm combining the ant colony algorithm and the interior point penalty
function method (ACA–IPFM) [37], which makes full use of the global search property
of ant colony algorithm and the local search optimal property of interior point penalty
function to make the final optimal estimate of CO2 emission as the global optimal value
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and realize the high-precision inversion of CO2 emission from strong point sources. The
algorithm is not only applicable to the estimation of CO2 emissions, but also to other
polluting gases [38] harmful to human health.

In the remaining parts of this work, we introduce the principle of the Gaussian
plume model and the ACA–IPFM algorithm in Section 1. Then we carry out simulation
experiments in Section 2 to quantitatively evaluate performances of the proposed method
and then validate the effectiveness of ACA–IPFM through real data. Finally, we simulate
the concentration observations on different paths under the same conditions, and invert the
CO2 emissions based on these simulated values. Through the retrieval results, we evaluate
the errors caused by different paths of measurements, which can provide some reference
for the actual measurement route planning of the mobile system.

2. Methods
2.1. Gaussian Plume Model

The Gaussian plume model has been used for a long time for the simulation of gas
propagation [39,40]. This model models the dispersion of a plume of continuous point
source emissions by assuming that the distribution of pollutant gas concentrations follows
a normal distribution. The Gaussian dispersion model describes the concentration C of the
measured pollutant gas at any coordinate (x, y, z) for a given coordinate system.

C(x, y, z) =
q
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exp
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σy = a · xb (2)

σz = c · xd (3)

where C(x, y, z) is the CO2 concentration measured at the position (x, y, z) with a given
coordinate axis. In this paper, this coordinate axis takes the location of the CO2 emission
source as the origin of the coordinate system, the wind speed direction as the positive
direction of the x-axis, the z-axis as the direction perpendicular to the x-axis at the emission
source, and the y-axis as the direction given by the right-handed coordinate system rule with
the x-axis and z-axis as the reference. Furthermore, u is the wind speed at the measurement
location, σy and σz are the horizontal and vertical diffusion parameters, H is the effective
height of the CO2 emission source, B is the background concentration of CO2, and q is the
CO2 emission rate of the emission source.

2.2. ACA–IPFM Model

In the actual measurement process, we can obtain CO2 concentrations using the mobile
system on the prescribed path. Each of them has geographical coordinates. In order to
find the unknown quantity in Equation (1), it is usual to find the optimal estimate of
the unknown quantity to minimize the objective function Loss. In this paper, we use the
ACA–IPFM (ant colony algorithm [41,42] and interior point penalty function [43]) to solve
the objective function Loss and obtain the optimal estimate.
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n

∑
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(
Cj(X)− Cm
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)2
(4)

where n is the total amount of measurements, Cm
j is the CO2 concentration measured
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X = [q̂, û, â, b̂, ĉ, d̂, Ĥ, α̂, B̂], the total number of X is nine.
In traditional methods, the optimal estimate is usually obtained by the least squares

method, but the least squares method [44,45] is extremely dependent on the initial value q0,
H0, a0, b0, c0, d0, B0, α0, z0, and if the initial value is obtained in a random way, the Loss
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will encounter the local minimum problem in the optimization process, thus making the
optimal estimate q̂, û, â, b̂, ĉ, d̂, Ĥ, α̂, B̂ deviate greatly from the true value. However,
ACA–IPFM can solve this problem well. As a global search algorithm, the ant colony
algorithm represents the feasible solution of the problem to be optimized by the position of
ants, and all positions of the whole ant colony constitute the solution space of the problem
to be optimized. As time progresses, ant positions that make the objective function Loss
smaller will accumulate more pheromones and more ants will move towards the place with
more pheromones. Eventually, the ants will be concentrated on the best path under the
effect of positive feedback, which corresponds to the optimal solution of the problem to be
optimized. In ACA–IPFM, we used the ant colony algorithm to minimize object function
Loss through the simulated measurements 1000 times and obtained 1000 sets of optimal
solutions. We used the maximum value of 1000 sets of optimal solutions as the upper
bounds of the global optimal solution, and used minimum of them as lower bounds. By
using the ant colony algorithm, we can reduce the feasible domain of X in Equation (4) to
lb < X < up, which originally belongs to Rn. Then we can use internal penalty function
method to minimize the Loss function under the constraint lb < X < up.

In the internal penalty function method, we can translate the optimization problem
into Equation (5).

min F(X, rk) =
n

∑
j=1

(
Cj(X)− Cm

j

)2
+ rkB(X) (5)

where B(X) = − ln(X− lb)− ln(up−X) and rk is the coefficient of the constrained equation
B(X). When X is not part of the constraint, rkB(X) becomes a very large number, so that
the optimal estimate of X solved in Equation (5) will be under the constraint lb < X < up.

An iterative approach can be used to find the optimal estimate X̂ that minimizes
F(X, rk). In the n+1th iteration, we can calculate Xn+1 by Equation (6).

X(n+1) = X(n) − Hc(F(Xn, rk))
−1∇F(Xn, rk), n ≥ 0 (6)

where H(F(Xn, rk)) is the Hessian matrix of F(Xn, rk) with respect to Xn and is the Jacobi
matrix of F(Xn, rk) with respect to Xn.
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In the internal penalty function method, we used the mean value of the 1000 optimal val-
ues solved by the ant colony algorithm as the initial value X0 = [q0, H0, a0, b0, c0, d0, B0, α0, z0]
to start the iterative process of X. The iterative process stops when rkB(Xn+1) < ε, X̂=Xn+1.

The ACA–IPFM model flow is shown in Figure 1.
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Figure 1. Flow chart of ACA–IPFM model.

3. Results
3.1. Simulation

In this study, we simulated the CO2 concentration measured by the mobile system
based on Equation (1), which we set q, u, a, b, c, d, H, α, B as Table 1 actual sets. However,
in the actual measurement process, it is difficult to obtain the simulated measurement
values under ideal conditions, so we added errors to the real values. We added 2% error to
the measurement concentration, 0.2 m/s wind speed error, and 5 degree wind direction
error. These errors conform to a normal distribution. On the basis of the above settings, we
sampled every 10 m along the path at a vertical distance of 150 m from the emission source,
using 70 sampling points as the measured values, and carried out the retrieval work. The
retrieval results are shown in Table 1 and the vertical paths are shown in Figure 2.

Figure 2. Mobile system measurement schematic.
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Table 1. Parameters of Gaussian plume model and the retrieval results.

Parameters Actual Sets Retrieval Results

CO2 Emission q (g/s) 300 298.29 ± 3.01
Wind speed u (m/s) 3 3 ± 0.02

a 0.11 0.13 ± 0.02
b 0.92 0.90 ± 0.05
c 0.11 0.12 ± 0.04
d 0.83 0.80 ± 0.02
H 10 10.2 ± 0.02
α 0.95 0.93 ± 0.05
B 1500 1503 ± 2.5

Wind direction 90 90.2 ± 0.3

As shown in Table 1, the optimal estimates are all very close to the true setting, where
the CO2 emission error is only 0.51% and the uncertainty is only 1%.

3.2. Stability Analysis

From Equation (1), we can find that wind speed error, wind direction error, measure-
ment error, and sampling quantity all have negative effects on the final retrieval results,
among which, although wind speed is directly measured by the mobile system, the error of
the measurement value will be transferred to the final retrieval process, which eventually
leads to the wrong estimation of CO2 emission q. For the wind direction error, although
it cannot directly lead to the wrong estimation of CO2 emission q, the coordinates are
established with the wind direction as the x-axis. The deviation of the wind direction
estimation will in turn lead to the wrong estimation of the vertical and horizontal diffusion
factors and transfer this error to the retrieval error. The measurement error, as the error
carried by the instrument itself, directly affects the retrieval accuracy. It is certain that, as
the measurement error increases, the uncertainty will increase. The number of samples
directly affects the amount of information obtained, and more samples can better reduce
the uncertainty of the retrieval. In order to evaluate the effectiveness of ACA–IPFM, as
well as to quantitatively analyze the impact of the above error factors on the retrieval, we
performed simulations for more cases as shown in Figure 3.

From Figure 3a, it can be found that the retrieval error value of CO2 emission increases
gradually with the increase of wind speed error, but there is no obvious pattern for the
retrieval error. There is, moreover, no obvious relationship between the overestimation
or underestimation of CO2 emission and the increase of wind speed error. The retrieved
uncertainty of CO2 emission is positively correlated with the increase of wind speed error,
and the uncertainty increases with the increase of wind speed error. When the wind speed
error is less than 0.8 m/s, the deviation of the optimal estimate of CO2 emissions is within
2.5%, and even at a wind speed error of 2 m/s, the optimal estimate of CO2 emissions can
be controlled within 10%, which reflects the good robustness of the retrieval of ACA–IPFM
within a certain wind speed error.

In Figure 3b, the wind direction error has less influence on the inversion of CO2
emissions than that brought by the wind speed error, and the optimal estimate of CO2
emissions is always near the true value with the maximum error within 1%, and there
is a positive correlation between the uncertainty and the wind direction error. Although
the wind direction error affects the establishment of the coordinate system, ACA–IPFM
also has good robustness to the wind direction error because ACA–IPFM makes full use of
the derivative information about the horizontal and vertical diffusion parameters in the
Gaussian plume model.

In Figure 3c, we can see that the optimal estimate of CO2 emissions becomes more
volatile as the measurement error increases, but the uncertainty is still controlled within
4% even when the measurement error is 10%, because the measurement error is always
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assumed to be Gaussian distributed, so minimizing F(X, rk) =
n
∑

j=1

(
Cj(X)− Cm

j

)2
+ rkB(X)

can largely resist the effect of Gaussian noise.

Figure 3. Effect of four types of errors on retrieval results. The base set is the same as Table 1 and
the baseline is the actual CO2 emission; (a) add additional errors to wind speed from 0.2 m/s to
2.0 m/s with internal of 0.2 m/s; (b) add errors for wind direction, increase the range from 5 degrees
to 50 degrees with an interval of 5 degrees; (c) adding random error for the measurement, from 1%
measurement error increase to 10% error with an interval of 1%; (d) changing the number of samples
from 10 to 70 with an interval of 10.

From Figure 3d, it can be found that the volatility of the optimal estimate of CO2
emissions decreases as the number of samples increases. The deviation between the overall
optimal estimate and the true value is always within 3.2%, and the uncertainty is always
within 6%. This shows that, even in the small sampling range, ACA–IPFM still has good
optimal estimation properties compared with the traditional least squares algorithm which
has difficulty in accurately assessing CO2 emissions in the low sample case. We believe that
this is due to the fact the ACA first searches for the approximate range of the global optimal
solution, which leads to a more accurate retrieval performance of the interior point penalty
function for CO2 emissions. However, the stability of ACA–IPFM is also limited by the
number of samples: the more samples, the higher the stability. Therefore, we believe that
ACA–IPFM has a great potential to accurately retrieve CO2 emissions when the number of
samples is higher than 60.

3.3. Joint Error Analysis

In the actual measurement process, it is difficult for a single type of error to exist
independently, and it is more likely that different types of errors of different sizes exist
in combination.

In order to better model the impact of multiple errors on the best estimate of CO2
emissions, we conducted a further analysis. In reality, wind speed and wind direction are a
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set of possible joint errors under the same observation conditions, when the number of CO2
concentration measurements and instrument measurement errors are stable, and when the
wind speed and wind direction measurement errors are stable, different mobile instruments
may differ in the number of measurements and measurement errors, and this joint error
may also have a new impact on the CO2 emission inversion, and this assessment is also
important. Therefore, in this section, we calculate the errors of CO2 emission retrieval
for different combinations of wind speed error and wind direction error, and for different
combinations of observation number and observation error. The results are shown in
Figure 4.

Figure 4. Effect of joint error on retrieval accuracy. (a,b) RMSE and MAE for optimal estimation
of CO2 emissions under the combined effect of measurement error and measurement number,
respectively, with measurement error from 1% to 10% and measurement number from 10 to 70.
(c,d) RMSE and MAE for optimal estimation of CO2 emissions under the combined effect of wind
direction error and wind speed error, respectively, with wind direction error from 5 degrees to 50
degrees and wind speed error from 0.2 m/s to 2 m/s.

In Figure 4a,b, it can be seen that the RMSE of the optimal estimate of CO2 emissions in-
creases when the number of measurements is reduced and the measurement error increases.
However, comparing the number of measurements with different concentrations, it can be
found that the degree of influence of the measurement accuracy on the retrieval accuracy is
different for different numbers of measurements. In the case of more measurements, the
RMSE of the retrieved CO2 emissions with fewer measurements increases more sharply
than that of the retrieved CO2 emissions with more measurements. As for the MAE of
the optimal estimation of CO2 emissions, the MAE largely increases when the number of
measurements decreases and the measurement error increases, but there will be a few cases
where the MAE decreases, but the RMSE corresponding to this case is larger, so that its final
corresponding error is still large. Therefore, when the measurement instrument error of
the mobile measurement system is unstable, the impact of instrument measurement errors
can be reduced by increasing the number of measurements. A similar pattern can be found
in Figure 4c,d: with the increase of wind direction error and wind speed error, the RMSE
of the optimal estimation of CO2 emission increases, and the MAE also increases largely
with it, while the fluctuation of the optimal estimation caused by wind speed error is more
drastic in the case of higher wind direction error. Therefore, in the actual measurement
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process, more accurate instruments should be used to minimize the degradation of CO2
emission retrieval accuracy caused by wind speed and wind direction errors.

3.4. Actual Experiment

In this section, we retrieve the emissions though real data using the ACA–IPFM. Due to
the lack of relevant real data for CO2, we use the real data for SO2 instead. This dataset [27]
was obtained from the Prairie Grass emission experiment and contains a total of five sets of
measurements at 50 m, 100 m, 200 m, 400 m, and 800 m radius from the SO2 emission source.
The wind speed was 4.85 ± 1 m/s and the wind direction was 184 ± 10° for the five sets
of measurements. We discarded the measurements at 800 m because they contained too
little useful information. Experiments were performed to retrieve SO2 emission on each
set of observations, and we obtained the optimal estimates for each set. Based on the
optimal estimates and the Gaussian plume model, the simulated SO2 concentrations at
the corresponding measurement locations were simulated, and the results are shown in
Figure 5.

Figure 5. Simulated SO2 concentrations through Gaussian plume model based on the parameters
calculated by ACA–IPFM. Angle is the angle from the west direction, (a) is the measurements at
50 m radius of the SO2 emission source, (b) is the measurements at 100 m radius of the SO2 emission
source, (c) is the measurements at 200 m radius of the SO2 emission source, (d) is the measurements
at 800 m radius of the SO2 emission source.

The SO2 emission retrieved from ACA–IPFM is 90.7 g/s, while the real SO2 emission
from this dataset is 91.1 g/s. The error between the two is only 0.43%. The difference
between the simulated and real concentrations can be seen in Figure 5a–d. The difference
in Figure 5d is more obvious, which may be due to the measurement distance being too
far away from the SO2 emission source, leading a reduction in the SO2 concentration
enhanced by emissions, and the measurement error of the instrument being amplified
accordingly. These errors ultimately reduce the similarity between the simulated and real
SO2 concentration values.
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4. Discussion

In actual measurements, we cannot always measure the CO2 concentration on the ideal
path in the experiment due to the different observation conditions, topography conditions,
and other factors. In Section 3, we have discussed various types of errors in detail, but these
discussions are based on the case that the measurement path of the mobile system is 150 m
from the vertical distance of the CO2 emission source. Obviously, in the actual measurement
situation, it is difficult to guarantee that every observation path is this ideal case. Therefore,
in this section, we further simulate the observations of the mobile system on different
paths. These observations are simulated under the parameter settings of Table 1, and the
simulated paths are from 100 m to 550 m vertical distance from the CO2 emission source
with an interval of 50m, and the number of measurements is 70. The different measurement
paths are shown in Figure 6. The simulated observations on different paths were used to
retrieve the CO2 emissions and quantitatively evaluate the MAE and RMSE of the optimal
estimates of CO2 emissions. The results are shown in Figure 7.

Figure 6. Schematic diagram of the different measurement trajectories of the mobile system.

In Figure 7, as the vertical distance of the measurement path from the CO2 emission
source increases, the RMSE of the optimal estimate of CO2 emission shows a trend of
increasing and then decreasing, while the MAE shows a trend of aggregation to divergence.
We believe this is due to the fact that observations on different pathways are affected
differently by CO2 emissions. When the vertical distance is between 100 and 150 m, the
measured values of CO2 concentration are dominated by the enhanced values of CO2
concentration, so the inverse CO2 emission has a better performance in both MAE and
RMSE. When the vertical distance is between 200 m and 400 m, the measured values have
some of the enhanced values of CO2 concentration in addition to the background values,
of which the enhanced values are still the main component. The influence of this part
of background values will make the MAE of the optimal estimation of CO2 emissions
approach the true value but RMSE appear to increase; when the vertical distance is greater
than 450 m, the MAE of the optimal estimation of CO2 emissions is far from the true
value, but the RMSE will gradually decrease. It is due to the fact that, in this observation
case, the CO2 concentration observation is gradually dominated by the background value,
and the effect of the enhanced value gradually becomes weaker. Therefore, in the actual
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measurement process, when the vertical distance is between 200 m and 400 m, the number
of measurements in the path should be increased so as to reduce the fluctuation of RMSE.

Figure 7. CO2 emission retrieval results under different measurement paths.

Benefiting from the flexibility of the mobile system itself and the accuracy of Gaussian
plume model in simulating the gas transport, it is increasingly feasible to retrieve the
CO2 emissions of emission sources by measuring CO2 concentration on the developed
path with the mobile system. Through a series of simulations and error experiments, the
feasibility and accuracy of ACA–IPFM for CO2 emission retrieval is further demonstrated,
and the robustness of ACA–IPFM within a certain error range is verified from quantitative
analysis. In the future, ACA–IPFM can provide a feasible solution for CO2 retrieval of
mobile systems.

5. Conclusions

In this paper, we propose ACA–IPFM for retrieval of CO2 emissions from CO2 emission
sources. This algorithm combines the property of global search of ACA and the nature
of local exact search of the interior point penalty function to make the CO2 emission
retrieval have better performance and robustness within a certain error range. The CO2
retrieval accuracy is evaluated in terms of different wind speed errors, wind direction
errors, measurement errors and measurement numbers, and the effect of joint errors on
the CO2 retrieval accuracy is also evaluated. The simulation experiments demonstrate that
the optimal estimate of CO2 emissions is within 1% of MAE error and 3% of uncertainty
when the remaining observation errors are within the normal range for the number of
measurements greater than 60. Even when the wind speed error is within 30% of the
original measurement value, the MAE error of the best estimate of CO2 emission is within
3% and the uncertainty is within 6%. ACA–IPFM can largely help the mobile system
to achieve accurate CO2 emission retrieval, and combined with the agility of the mobile
system itself, it will be promising to obtain more CO2 emission monitoring of CO2 emission
sources in the region in the future.
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