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Abstract: Accurate air quality prediction is of great significance for pollution prevention and disaster
prevention. Effective and reliable prediction models are needed not only for short time prediction,
but are even more important for long time-series future predictions. In the long time series, most of
the current models might not function as accurately as in the short period and thus a new model is
required. In this paper, the new PM2.5 predictor is proposed to achieve accurate long time series PM2.5

prediction in Beijing. The predictor simplifies the input parameters through Spearman correlation
analysis and implements the long time series prediction through Informer. The results show that
AQI, CO, NO2, and PM10 concentrations are selected from the air quality data, and Dew Point
Temperature (DEWP) and wind speed are incorporated from two meteorological data to better
improve the prediction efficiency by almost 27%. By comparing with LSTM and attention-LSTM
models, the model constructed in this paper performs well in different prediction time periods, with
at least 21%, 19%, 28%, and 35% improvement in accuracy in four prediction time series: 48 h, 7 days,
14 days, and 30 days. In conclusion, the proposed model is proved to solve the problem of predicting
long time series PM2.5 concentrations in the future, which can make up for the shortcomings of the
currently existing models and have good application value.

Keywords: PM2.5; prediction; deep learning; correlation

1. Introduction

With the increasing development of industrialization, the harm caused by fine par-
ticulate matter (PM2.5) has gradually aroused public concern. Air pollution has become
one of the main cause that leads to public health problems [1,2]. In 1997, the United States
first proposed the fine particulate matter (PM2.5) Standard: Particulates with aerodynamic
equivalent diameter less than or equal to 2.5 microns in ambient air. PM2.5 is characterized
by small columnar diameter, large surface weight, high activity, easy attachment of viruses
and harmful substances, long suspension time, and long transmission distance, which
can significantly harm air quality and human health [3]. PM2.5-dominated air pollution
is closely related to a variety of diseases, including ozone-related chronic obstructive pul-
monary disease, PM2.5-related acute lower respiratory diseases, cerebrovascular diseases,
ischemic heart disease and lung cancer [4,5], resulting in more than 3 million premature
deaths globally each year.

Beijing, the economic, social, and cultural center of China, is identified as the main study
area in this study. Beijing is located north of the North China Plain (39.90◦ N, 116.40◦ E),
with the Yanshan Mountains in the north and the Taihang Mountains in the west. The
terrain of Beijing is high in the northwest and flat in the east. Beijing’s climate is a typical
northern temperate semi-humid continental monsoon climate. Summer is hot and rainy,
winter is cold and dry, and spring and autumn are relatively short. Due to the particular
local geographical location and climatic conditions, the air pollutants discharged in this
area are not easy to spread, often causing severe air pollution problems in Beijing.
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The spatial distribution of PM2.5 concentration in Beijing was high in southeast and
low in northwest, with a range of 1~427 µg/m3. The high PM2.5 pollution, concentrated
in the southeast, is caused by a variety of causes. Initially, Beijing’s central urban area
has high population density, high traffic volume, and large urban and automobile exhaust
emissions [6,7]. Moreover, as a major industrial city, similar to Tianjin and Hebei, there are
many industrial parks such as Daxing and Tongzhou located in this area. The waste gas
from industrial production will cause serious PM2.5 pollution [8]. Geologically, Beijing is
surrounded by west, north, and northeast mountains. When pollutants from the south-
east and surrounding cities diffuse to the northwest mountains, they are blocked by the
altitude of the terrain. The blocked air flow may result in the extensive increase in PM2.5
concentration [9].

Predicting PM2.5 concentration plays a significant role in preventing air pollution
incidents and improving the atmospheric environment. It is essential for social planning
and management, as well as public travel guidance. Accurate air pollution prediction
and trend judgment are conducive to minimizing the impact of air pollution on public
health. The current relevant research show that PM2.5 prediction methods mainly include
deterministic [10–14] and statistical [15–18] methods. The deterministic method is to
simulate the formation and diffusion process of pollutants using theoretical meteorological
emission and chemical models. Common deterministic methods include Weather Research
and Forecasting Model with Chemistry (WRF Chem) and Community Multiscale Air
Quality Modeling System (CMAQ). Due to the use of ideal theory in the determination of
model structure and the estimation of parameters by experience, this method is considered
to be disqualified when it comes to the nonlinearity and heterogeneity of many factors
related to the formation of pollutants. Compared with deterministic methods, statistical
methods can avoid the complexity and trouble of modeling and show good performance
through statistical modeling technology based on the data-driven approach. Researchers are
working on more accurate and advanced prediction models and have also tried to propose
some hybrid models such as LSTM-ALO, ANFIS-GBO, ELM-PSOGWO, LSSVM-IMVO,
SVR-SAMOA, ANN-EMPA, ELM-CRFOA applied to agriculture and the environment
predicting [19–25].

Nowadays, deep learning, an indispensable machine learning area of artificial intelli-
gence, has been widely used in computer vision, image classification, speech recognition,
time series data prediction, and natural language processing, and is also gradually applied
to air quality prediction [16–28]. Deep learning models such as Recurrent Neural Network
(RNN), Long- and Short-Term Memory network (LSTM) and Convolutional Neural Net-
work (CNN) has been applied to predict air pollution at different space-time scales. The
emission and diffusion of pollutants are closely related not only to the interaction of air
pollutants, but also to meteorological factors. Therefore, a large amount of air quality and
meteorological data need to be used in air pollution prediction, and the prediction model
considering the spatial and temporal correlation of data has better performance [29,30]. In
LSTME model [29], which captures temporal and spatial correlation, researchers only use
PM2.5 as historical air quality data, and integrate meteorological data such as temperature,
humidity, wind speed, and visibility into the model as additional data. However, they
only considered the temporal and spatial correlation of PM2.5 and used all the data from
12 monitoring stations as the input of the model. In the space-temporal deep neural net-
work (STDNN) model [30], in terms of the consideration of spatiotemporal correlation, the
features were extracted by LSTM, CNN, and integration of k-nearest neighbor (KNN) and
ANN. The extracted data were ultimately put together in ANN to produce the prediction
results. In summary, the correlation analysis of the data from the above research only
referred to the linear correlations between parameters and did not adequately consider that
historical air quality and meteorological data are not involved.

Prediction time is an essential factor that needs to be fully considered and optimized in
PM2.5 prediction model. A practical and reliable PM2.5 predictor needs not only short-term
forecasting to prevent PM2.5 disasters in time [31,32], but also long-term forecasting to



Atmosphere 2023, 14, 340 3 of 14

prevent pollution, control cities, and revise and adjust policies. Using the same model, the
performance of PM2.5 prediction also varies significantly due to different prediction times.
It is crucial to clarify the impact of prediction time on performance for the optimization
of prediction models, as well as the actual selection and implementation. Currently, the
existing methods have a positive impact on a short prediction time. However, in the long
time series such as one month, the errors emerge and accumulate to inaccurate results.
Meanwhile, there are still few studies exploring the relationship between the model’s
performance and different leading hours. Clearly investigating the impact of prediction
time on performance facilitates the optimization and practical implementation of the
proposed prediction model.

This study proposed the prediction model to solve the problem of hourly PM2.5
concentration prediction, particularly in long time series in the future. The proposed model
uses air quality data and meteorological data from 35 environmental monitoring stations in
Beijing from January 2019 to December 2022 for model development. The contributions of
this study are as follows:

1. The spatial and temporal correlation of historical air quality and meteorological data
from 35 monitoring stations in Beijing is fully considered and effectively extracted.
Through Spearman correlation analysis and access to atmospheric knowledge, AQI,
CO, NO2, and PM10 concentrations from the air quality data and Dew Point Temper-
ature (DEWP) and Wind Speed from the meteorological data are selected to better
improve the prediction efficiency by almost 27%.

2. The predictor including Spearman correlation analysis and Informer model are de-
signed to predict the hourly PM2.5 concentration in Beijing. Informer receives the
extra-long history input data and generates the predicted output directly in one step,
avoiding accumulation of errors due to step-by-step prediction. The predictor effec-
tively solves the problem of decreasing the accuracy of long time series in existing
prediction methods.

3. As a result of performance evaluation, the proposed model has a good performance
in predicting the hourly PM2.5 concentration in future 7 days, 14 days, and one month.
Compared with the existing methods, it has vastly improved at least 19–35%, and it
has vital practical application significance for the government’s governance policies
and people’s travel plans.

2. Materials and Methods
2.1. Data Collection

In the study of this paper, Beijing hourly air quality data and meteorological data
from 1 January 2019 to 31 October 2022 are selected. The air quality data are obtained
from Beijing Ecological Environment Monitoring Center (http://www.bjmemc.com.cn
(accessed on 10 November 2022)), and the meteorological data are obtained from the
National Climate Data Center (https://www.ncei.noaa.gov (accessed on 10 November
2022)). The datasets include 35 monitoring stations in each administrative region of Beijing,
as shown in Figure 1, and the specific data format is shown in Table 1. Among the whole
dataset, the data from January 2019 to December 2021 were used for training, and the data
from January to October 2022 were used for testing.

2.2. Data Description and Preprocessing

In the processing of air quality and meteorological data from various monitoring
stations in Beijing. The missing data were first filled by interpolation and the noisy data
were removed by rolling averages in python. Then, the Spearman correlation coefficients
were selected to analyze the correlation between PM2.5 concentration and both air quality
and meteorological input data in terms of variables. After selecting the factors with high
correlation, the air quality factors with weak correlation are removed and the meteorological
data are integrated into the model for training, which not only improves the efficiency of
the model but also improves the accuracy of the prediction. When training the model, the

http://www.bjmemc.com.cn
https://www.ncei.noaa.gov
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input is the historical PM2.5 concentration and six variables with the strongest correlation
among air quality and meteorological data, totaling seven variables, and the output is the
PM2.5 concentration in different time series in the future. The input data are transformed
into the same range by normalization, thus eliminating the influence of two dimensions
and variable changes and improving the convergence speed of the model.
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Figure 1. The distribution of air quality monitoring stations in China.

Table 1. Overall input variables for PM2.5 concentration forecasting models.

Data Type Variable Range Unit

Air Pollution

PM2.5 [1, 427] µg/m3

PM10 [0, 1016] µg/m3

O3 [1, 517] µg/m3

CO [0.1, 9] µg/m3

NO2 [1, 262] µg/m3

SO2 [1, 280] µg/m3

AQI [1, 500] µg/m3

Meteorological

Air Temperature [−19.4, 41.4] ◦C
Dew Point

Temperature [−35.2, 31.2] ◦C

Sea Level Pressure [982.6, 1042.1] hPa
Wind Direction [0, 360] ◦

Wind Speed Rate [0.13, 2] m/s

2.3. Correlation Analysis

Spearman rank correlation is a measure of the strength of the monotonic relationship
between two continuous variables, taking values in the range [−1, 1]. The coefficient is a
common method of measuring the statistical significance of trends in time series. Rank
correlation is a statistic obtained by ranking the sample values of two variables in the
order of their size and replacing the actual data with the rank of the sample values of each
element. The variables x and y are ranked from smallest to largest, and are expressed in
terms of rank rx and ry. When sorting, the phenomenon that the data are equal and thus
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have the same rank is called tie, in which case the average rank is taken as the rank of
each data. The Spearman correlation coefficient, expressed as ρs, can be calculated by the
following equation.

ρs = 1−
6 ∑

(
rxi − ryi

)2

n(n2 − 1)

2.4. Attention Mechanism

The attention mechanism is similar to the human attention mechanism. By quickly
scanning the global text, humans can quickly process it in the brain to obtain the area that
needs to be focused, which is generally called the attention focus. Then, humans will devote
more attention to this area to obtain more detailed information about the target that needs
to be focused on while ignoring other useless information. The existence of this mechanism
has greatly improved the means for humans to filter out high-value information from a
large amount of information, and is a survival mechanism that has been developed by
humans during long-term evolution.

The attention mechanism in deep learning is essentially similar to the human selectivity
mechanism. The core goal is to select the information which is more critical to the current
task goal from a large amount of information and focus on this important information,
ignoring unimportant information. The larger the weight, the more it is focused on its
corresponding value. Nowadays, the attention mechanism has been widely used in various
types of deep learning tasks such as natural language processing, image recognition and
speech recognition. It has become one of the core techniques in deep learning technology
that deserves the most attention and in-depth understanding.

The calculation process of attention mechanism is shown in Figure 2. The attention
mechanism is essentially a function that implements a mapping from query and a series of
key-value pairs (key-value pairs) to the output, where query, key and value are all vectors.
The output is obtained by weighted summation of values, and the weight corresponding to
each value is obtained by query and key through a compatibility function. Depending on
the actual situation, different functions and computational mechanisms can be introduced to
calculate the similarity or correlation between query and a certain key and obtain attention
value. The most common methods include: finding the dot product of the two vectors, the
Cosine similarity of the two vectors, or finding the value by introducing additional neural
networks.
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2.5. Informer Model

The informer model [33] is an encoder-decoder structure, existing popular models
are designed to encode the input representation Xt into the hidden state representation
Ht, and the output representation Yt, from the hidden state Ht = Ht

1,...... to decode. This
prediction is designed as a stepwise process called “dynamic decoding”, in which the
decoder computes a new hidden state Ht

k+1 based on the previous state Ht
k and other

necessary outputs from the K step, and then predicts the K + 1 sequence Yt
k+1.
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The Informer has three improvements on the basis of transformer. Firstly, it proposes
the ProbSparse self-attention mechanism with time complexity of O(LlogL), which reduces
the computational complexity and space complexity of conventional self-attention. Sec-
ondly, the proposed self-attention distillation mechanism can shorten the length of the
input sequence of each layer, which naturally reduces the computation and storage volume
by using self-attention distillation technique to shorten the length of the input sequence
of each layer and reduces the memory usage of J stacked layers. Thirdly, the proposed
generative decoder mechanism gets the result in one step when predicting the sequence
(also including the inference stage) instead of step-by-step, directly reducing the prediction
time complexity from O(N) to O(1), changing the decoding method, and directly outputting
the result in one step, effectively reducing the error.

The structure of the Informer model is shown in Figure 3. The encoder part is on
the left side, which receives the extra-long input data and then replaces the traditional
self-attention layer with the ProbSpare self-attention layer, which is unique to Informer.
The self-attention distilling operation allows feature compression, and the encoder part
improves the robustness of the algorithm by stacking the above two operations. The
decoder part is on the right side, which receives a series of long sequence inputs and fills
the predicted target positions with 0. Subsequently, the predicted output can be generated
directly in one step after the masked attention layer.
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2.6. Predictor Structure

As shown in Figure 3, the prediction model proposed in this paper consists of two
parts: the variable extraction part of air quality and meteorological data and the Informer
model part. In the extraction process of input variables, six variables with the strongest
correlation between historical PM2.5 concentrations and others are extracted by Spearman
coefficient analysis to reduce irrelevant variables while fully considering spatial and tem-
poral characteristics to improve the prediction accuracy. After the extraction, seven input
variables are integrated into the Informer model and input into the encoder part. The
ProbSpare self-attention mechanism is used to compress the features through the distilling
operation further and enter the decoder layer. In the decoder layer, the prediction results
can be output in one step, and finally obtain PM2.5 concentration in different time series.

Compared with previously proposed models, our predictor adopts the ProbSparse
self-attention mechanism and the self-attention distilling mechanism, which reduces com-
putation and storage. Meanwhile, we use a generative decoding mechanism in the model
to predict the output results in one step, effectively reducing the accumulation of errors
caused by traditional methods of step-by-step prediction. Through a series of comparative
experiments, we determined the reasonable model structure and hyperparameters, setting
learning rate to 0.0001, epochs to 10, batch size to 32 for the 48 h and 7 days’ time series, and
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batch size to 16 for the 14 days and 30 days’ time series, using the early stopping method
was used to overcome overfitting problems.

2.7. Evaluation Indicators

The PM2.5 prediction performed in this study can be analogous to a regression mod-
eling problem. Therefore, the combined performance of each model can be effectively
evaluated by statistical-based regression analysis metrics. As classical statistical indicators,
two evaluation indicators mean absolute error (MAE) and root mean square error (RMSE)
are used in this paper to evaluate the performance of each model, which are calculated by
the following equations.

RMSE =

√
1
n

n

∑
i=1

(Oi − Pi)
2

MAE =
1
n

n

∑
i=1
|Oi − Pi|

Oi, Pi and n denote observed values, predicted values and the number of evaluation
samples, respectively. MAE and RMSE are evaluation metrics to evaluate the absolute error,
and the smaller the values are, the better the model performances.

3. Results
3.1. Correlation Analysis of Variables

Table 2 shows the correlations between PM2.5 concentrations and air quality and
meteorological data in the selected data set. The correlation is also plotted in Figures 4 and 5
by heat map. The correlation shows that among several types of air quality data, PM2.5
concentration has a rather large positive correlation with AQI, CO, NO2, and PM10, a weak
positive correlation with SO2, and a negative correlation with O3. This is because one of the
major source of PM2.5 is fossil fuels and vehicle emissions, and the combustion of coal and
oil both produce CO, NO2, and contribute to the production of air pollutants such as PM2.5
and PM10. The AQI is an indicator of the AQI and PM2.5 is one of the indicators calculated
by the AQI. As for O3, unlike the source sources of PM2.5, PM2.5 is mainly caused by human
activities, while O3 is mainly from natural sources. The concentration of O3 increases under
strong light and high temperature, and some photochemical reactions may consume part
of PM2.5 and reduce its concentration due to the high concentration of O3 [34].

Table 2. Correlation analysis between PM2.5 concentrations and other variables at all stations.

Input Variables Output Variables

Air Pollution Climatic

PM2.5(t + n)

AQI(t)
0.88

CO(t)
0.78

Air Temperature(t)
−0.031

Wind Direction(t)
−0.045

PM10(t)
0.65

NO2(t)
0.62

Dew Point
Temperature(t)

0.2

Wind Speed(t)
−0.28

O3(t)
−0.14

SO2(t)
0.1

Sea Level Pressure(t)
−0.056

Rain(t)
−0.0088

In this study, the meteorological data from the monitoring stations are also integrated
for improving the prediction accuracy of PM2.5. In terms of traditional models and causes,
air pollution can be affected by a variety of meteorological factors because meteorological
conditions can affect the diffusion of pollutants. The correlation analysis revealed that
PM2.5 concentration has a strong positive correlation with Dew Point Temperature, which is
a measure of air humidity, and when air humidity increases, it contributes to the formation
of fine particulate matter and more pollutants that are not easily diffused exist in the air [35].
PM2.5 concentration has a negative correlation with wind speed because high wind speed
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is conducive to the diffusion of pollutants to the upper atmosphere, resulting in lower
PM2.5 concentration. Except for that, the correlation between PM2.5 concentration, sea level
pressure, air temperature, and rainfall is relatively weak.
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Through the above correlation analysis and access to atmospheric knowledge, AQI,
CO, NO2, and PM10 concentrations are selected from the air quality data, and Dew Point
Temperature (DEWP) and wind speed are incorporated from the meteorological data to
better improve the prediction efficiency and accuracy.

3.2. Prediction Performance Validation

The proposed model has used the data from January 2019 to December 2021 for
training and the data from January to October 2022 for testing. The performance of
predicting PM2.5 concentrations for the next 7 days are shown in Figure 6.
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In Figure 6, the red and blue lines represent the observed and predicted values of
PM2.5, respectively. In terms of the follow-through of the predicted values to the observed
values, the model in this paper shows accurate prediction performance over the entire
prediction range. This indicates that the proposed model exhibits nonlinear patterns such
as seasonality and performs well, even when the air quality changes abruptly.

In Table 3, our predictor is compared with other models in terms of RMSE and MAE
evaluation metrics, as well as different prediction time series. In Figure 7, scatter plots are
plotted comparing the performance of each model when forecasting the future 14 days’
time series. It can be seen that our predictor shows good advantages not only for short time
series, but also for long time series.

Table 3. The comparison of LSTM, Attention-LSTM and our predictor in prediction performance.

Network 48 h 7 Days 14 Days 30 Days

RMSE MAE RMSE MAE RMSE MAE RMSE MAE

LSTM 15.694 13.124 23.238 18.549 33.456 22.621 46.812 29.413
Attention-LSTM 14.283 12.437 21.419 15.205 29.931 20.468 44.093 25.123

Our predictor 11.276 9.213 17.498 13.503 20.732 14.693 24.211 18.867

3.3. Effects of Different Forecast Time on Model Performance

In this study, different prediction time series are used as variables for forecasting, and
the LSTM model, the attention-LSTM model are compared with our predictor to examine
the prediction performance in long time series. The future 48 h, 7 days, 14 days, and 30 days
four different time series are selected. The evaluated performance of the model gradually
decreases as the forecast length increases, and both RMSE and MAE gradually increase.
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In the process of predicting the hourly PM2.5 concentration in the next 48 h, our
predictor model is closer to the errors of the LSTM and attention-LSTM models, but still
shows relatively good results. In the process of predicting hourly PM2.5 concentrations
during the future 7 days, 14 days, and 1 month, the LSTM and attention-LSTM model errors
increase rapidly in RMSE and MAE due to the accumulation of errors in stepwise prediction,
while the model used in this paper has a slower increase in RMSE and MAE error values
as the prediction period increases. Our predictor model shows superior performance in
longer time series forecasting.

3.4. Comparison of Informer with Other Prediction Methods

Currently, many researchers have proposed various advanced models and analyses in
the field of PM2.5 concentration prediction, which have achieved remarkable results. The
model proposed in this paper is compared with the traditional model, which effectively
demonstrates the improved effect for long time series prediction. The analysis is derived
from the performance assessment comparison in Table 3 and Figure 7 as follows.

1. Through comparison, it can be found that more advanced models will obtain better
PM2.5 prediction results with the same prediction time. For example, the introduction
of the attention mechanism will reduce the error to a certain extent and optimize the
performance of the LSTM, which shows that advanced models can effectively integrate
the advantages of each algorithm component from multiple aspects and effectively
improve the overall prediction accuracy of the prediction model. It fully demon-
strates that the approach of feature extraction and integrated learning is important for
optimizing the overall prediction performance of the model.

2. The model proposed in this paper can achieve better prediction results than LSTM
and attention-LSTM models for the tested prediction time series, which shows that
the model proposed in this paper performs very well in the prediction of long time
series and makes up for the shortcomings of the existing methods in the prediction of
long time series. The proposed model has good practical application prospects in the
PM2.5 concentration prediction problem. It proves the feasibility of using this method
for PM2.5 concentration prediction, and it can also be implemented for the prediction
of other air pollution indicators, such as AQI, CO, NO2, etc.

4. Discussion
4.1. Concentration Fluctuation Pattern of PM2.5

In the study, the actual PM2.5 concentration values from January 2019 to October 2022
are presented through the time dimension and the PM2.5 concentration fluctuation pattern
is summarized based on Figure 8.
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When the data are presented on an annual cycle, it can be found that PM2.5 concen-
trations vary significantly in different seasons. PM2.5 concentrations are lower in summer
and autumn, and higher in spring and winter. There is a steady upward tendency in
the low PM2.5 concentration of summer and autumn. This is due to the higher surface
temperature during summer, which heats up the ground air, intensifies convection, and
increases precipitation. This makes it more inclined to vertical diffusion and deposition,
resulting in lower PM2.5 concentrations. In autumn when the weather is generally smoother
without rapid and drastic weather changes, while biomass burning occurs frequently, PM2.5
concentrations gradually tend to increase [36,37].

Higher PM2.5 concentrations during the year occur mainly in winter and spring from
November to March, with the highest peak emerging in December, but with large variabil-
ity, indicating the transient and concentrated nature of pollution outbreaks. Compared
with summer and autumn, the weather in winter and spring is dry with little rain. Dust
storms from the arid northwestern region contribute to some extent to the elevated PM2.5
concentrations. Human behavior also plays a prominent role in affecting PM2.5 concentra-
tion anomalies. Beijing and the surrounding areas have one of the highest concentrations
of large-scale industry in China which consumes a great deal of fossil fuel and produces a
large amount of industrial emissions. During the autumn and winter of the heating period,
coal smoke pollutants caused by industrial boilers and heating boilers increased signifi-
cantly. Although the atmosphere is stable, the frequency and intensity of inversion is high,
and it is difficult for pollutants to disperse, resulting in higher PM2.5 concentrations near
the ground end. Meanwhile, increased passenger traffic and the use of fireworks during
the Chinese New Year also result in the rapid increase in PM2.5 concentrations [38,39].

Meanwhile, according to the three-year fluctuation trend, while the amount of blue sky
in Beijing increased greatly, the number of heavy pollution days reduced significantly, as
did their frequency and length, and heavy pollution was almost eradicated in the summer
and fall. PM2.5 concentration is currently declining steadily. Beijing has shut down some
of its heavily polluting industries in recent years, increased greenery on a large scale, and
planted protective forests to mitigate dust storms. In addition, the rapid development of
new energy vehicles has reduced vehicle emissions, all of which have contributed to the
reduction in PM2.5 concentrations.

4.2. Model Selection

The prediction model used in this paper is a deep learning model, however the
traditional numerical models such as WRF-Chem and CMAQ can be another useful tool
for predicting PM2.5 concentrations. Compared to numerical models, we believe that
the proposed deep learning model is more timely, simplified, and generic. The input
data for deep learning models, including air quality data and meteorological data, can
be collected and updated from publicly available databases in a timely and convenient
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manner. In contrast, input data for some numerical models, such as emission source lists,
are often difficult for NGOs to access. In the future, the comparison of the advantages and
disadvantages of deep learning and numerical models merits further research.

In this paper, we focused on and proposed an optimized PM2.5 concentration predictor
model. The predictor can be further applied by developing web applications to trace PM2.5
concentration with the touch of fingertip or the click of a mouse. All such works are options
we can continue to work on in the future.

5. Conclusions

In this paper, we proposed the spatiotemporal predictor which includes the Spearman
correlation analysis and Informer model to predict lone time series hourly PM2.5 concentra-
tion in Beijing. At first, we conducted the correlation analysis of historical air quality and
meteorological data from 35 environmental monitoring stations distributed in all districts
of Beijing. The spatial and temporal correlations associated with the target parameter PM2.5
were fully considered and effectively extracted. We selected AQI, CO, NO2, PM10 concen-
trations, Dew Point Temperature (DEWP), and wind speed, six variables for input into the
model by Spearman correlation analysis for training to predict hourly PM2.5 concentrations
in Beijing at different time series in the future. Compared with LSTM and attention-LSTM
models through statistical indicators RMSE and MAE, it is fully demonstrated that the
model constructed in this paper has shown a greater advantage in the PM2.5 concentration
prediction problem especially for the longer time series, with at least 21%, 19%, 28%, and
35% improvement in accuracy in four prediction time series: 48 h, 7 days, 14 days, and
30 days. The proposed model shows a higher accuracy and stability.

There are still some limitations in this paper, such as not dealing well with the spatial
effects of distance, interaction relations, and weights between monitoring stations, and the
accuracy is not greatly improved in short time series prediction. In light of this, a better
combination of traditional methods and deep learning methods can be constructed. In the
future, researchers could further explore how to better optimize the model structure to
improve the accuracy rate.
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