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Abstract: Important advances have been made in the methodologies for assessing the safety of
dams, resulting in the review and modification of design guidelines. Many existing dams fail to
meet these revised criteria, and structural rehabilitation to achieve the updated standards may be
costly and difficult. To this end, probabilistic methods have emerged as a promising alternative and
constitute the basis of more adequate procedures of design and assessment. However, such methods,
in addition to being computationally expensive, can produce very different solutions, depending on
the input parameters, which can greatly influence the final results. Addressing the existing challenges
of these procedures to analyze the stability of concrete dams, this study proposes a probabilistic-based
methodology for assessing the safety of dams under usual, unusual, and extreme loading conditions.
The proposed procedure allows the analysis to be updated while avoiding unnecessary simulation
runs by classifying the load cases according to the annual probability of exceedance and by using an
efficient progressive sampling strategy. In addition, a variance-based global sensitivity analysis is
performed to identify the parameters most affecting the dam stability, and the parameter ranges that
meet the safety guidelines are formulated. It is observed that the proposed methodology is more
robust, more computationally efficient, and more easily interpretable than conventional methods.

Keywords: gravity dams; safety assessment; probabilistic analysis; parameter uncertainty; sample
optimization; variance-based sensitivity analysis

1. Introduction

Dams are a vital part of the nation’s infrastructure, providing economic, environmen-
tal, and social benefits. The benefits of dams, however, are countered by the risks they can
present [1]. The structural stability of major dams needs to be re-evaluated every 5–10 years
according to hazard classification systems (HCSs), most often within the legal framework
of a governmental regulatory agency [2]. Requirements for the stability of concrete dams
in the current regulations are based on simplifications, which, in many cases, are very
conservative. Concrete dams in Canada, as in most of the world, are designed and assessed
based on a deterministic framework using safety factors (SFs). Although the failure rate of
gravity dams is low, the deterministic approach suffers from several problems, including
the equal treatment of loads and the identical consideration of strength and capacity un-
certainties, which are combined into a single safety factor. As a consequence, unnecessary
rehabilitation works may be carried out on dams that are safe but do not meet the safety
requirements. When safety is re-evaluated, it is important that this evaluation is based on
modern safety concepts, such as a probabilistic analysis, to support decision-making [3].

In contrast to the deterministic approach, the probabilistic approach requires the treat-
ment of each parameter as a continuous function that associates a probability of occurrence
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to the distribution. This probability density function (PDF) allows variables to be treated as
uncertain inputs by directly incorporating uncertainties into the model evaluation process [4].
The uncertainties are propagated through the system to obtain a quantitative estimate of
the probability of exceeding a specific loading scenario or system configuration. Although
probabilistic methods have been considered as a promising alternative for the safety assess-
ment of dams, such methods often require a large number of simulations. Moreover, in the
context of a probabilistic analysis, new information gained through laboratory tests, in situ
tests, empirical observations, etc., could update the prior knowledge assumed for different
variables in the PDFs. However, this is frequently overlooked given the costly re-evaluation
of these simulations. Innovations, such as the use of machine learning techniques [5–7], have
been proposed to overcome these drawbacks. However, such procedures can be subject to
misinterpretation if not applied correctly due to their complexity. Thus, there is a need to
develop simplified and more expeditious methods for analyzing the safety of dams within a
probabilistic framework.

To further encourage the applicability of these methods, the main objective of this
study is to develop a probabilistic-based methodology to assess the safety of dams that
allows analysis updating in light of new information, preventing the need for the re-
evaluation of the system simulations. Additionally, an efficient progressive sampling
strategy that sequentially generates sample points while progressively preserving the dis-
tributional properties of interest is used to optimize the sample size and avoid unnecessary
simulation runs. As a result, after the final number of simulation runs is established, varia-
tions in the loading conditions are considered by modifying the parameter’s cumulative
density function defining the annual probability of exceedance. In this manner, there is no
need to re-run simulations when the system’s loading parameters vary. These simulations
are then used to estimate the probability of exceeding a target monitored response for
a given loading scenario. In the same way, variance-based global sensitivity analyses
with progressive complexity are performed to identify the parameters most affecting the
dam stability, and ranges of values that satisfy the SFs provided by safety guidelines are
formulated. The proposed methodology is applied to a case study gravity dam located in
north-eastern Canada.

2. Related Works

In recent decades, the knowledge in the evaluation of natural hazards has evolved
considerably, making it necessary to reassess the stability of dams under usual, unusual,
and extreme loading. As mentioned above, methods for analyzing the structural stability of
a dam system rely on deterministic or probabilistic approaches. Deterministic analysis has
traditionally been used to assess the stability of dams [8–11]. Nevertheless, these methods
are often considered overly conservative or even unsafe in some cases because they neglect
the different sources of uncertainty and because of the use of extreme load cases with very
low probabilities of occurrence [12–14]. Thus, there is interest in moving towards more
refined methods for considering uncertainties. For these reasons, probabilistic assessment
has emerged as a useful tool in dam safety, and the results have been found to be promising
by recent studies [2,3,15–19]. However, the use of probabilistic methods for dams within a
normative framework is not well developed, but increasing scrutiny is being applied to
this field. The most recent guidelines for the design and assessment of gravity dams are
now including probabilistic notions for the assessment of these structures [4,14,20–24].

For a reliable probabilistic analysis, the emphasis must be placed on the quality of the
input parameters and in particular the uncertainties. However, probabilistic assessment,
no matter how sophisticated, can still lead to very different solutions for a given problem
because of the complex choices of random variables (RVs), characteristic values, PDFs, and
bounds, which can largely influence final results [25–27]. Consequently, the analysis is
generally not updated in light of new information due to the time-consuming re-evaluation
and the lack of flexibility in the methods regarding including modified PDFs and bounds.
Indeed, although the information contained in the probabilistic results is far-reaching, it is
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still currently difficult to carry out an in-depth study to assess the safety of dams according
to all scenarios. Accordingly, together with the probabilistic approach, the deterministic
method can be used to complement the safety assessment [28]. To this end, a preliminary
RV selection phase or sensitivity is sometimes proposed prior to probabilistic analyses.
Tornado diagrams (TDs) [29] are an example of the deterministic (or semideterministic
if the input variables are PDFs) sensitivity methods that have been widely used for the
efficient selection of leading variables [30–33]. Similarly, more refined methods, such as
analysis of variance (ANOVA) and Sobol’s method [34], have been used for assessing the
significance of each modeling parameter on the structural responses of dams [17,35,36].

3. Methodology

Probabilistic analysis identifies the uncertainties that are key for safety and attempts
to include all plausible scenarios, their likelihood and their consequences. It yields more
comprehensive estimates than deterministic analysis due to the range associated with the
input variables. However, it is undeniable that deterministic analysis, in terms of SFs, is
still the most widely used method for design and assessment in the dam industry [37].
With this in mind, the two approaches are combined in this study to provide a better
understanding of the output of a probabilistic analysis in terms of practical considerations.

The main steps of the proposed methodology are shown in Figure 1; the methodology
is divided into three stages: (i) pre-processing (steps 1–3), (ii) processing (steps 4–6), and
(iii) post-processing (steps 6–9). In the pre-processing stage, the load and resistance input
parameters that can be considered RVs and their respective PDFs are defined. Next, a
prescreening of the model parameter sensitivity is performed by generating TDs to define
the final set of RV, PDFs, and maximum and minimum bounds. Then, to optimize the
computational resources, a progressive design of experiments (DOE) strategy based on the
the progressive Latin hypercube sampling (PLHS) [38] technique is employed. Concerning
the processing stage, a numerical model of the system is developed. Subgroups of the
total number of simulations are analyzed sequentially, and the error in each iteration is
compared to a specific tolerance, which when satisfied, determines the final sample size.
Finally, in the post-processing stage, safety recommendations are formulated by evaluating
the system output, the probability of exceeding a target performance indicator conditioned
on a load combination (LC) is estimated, and ANOVA is performed to assess the global
parameter significance while Sobol’s indices are estimated to quantify their importance. In
the next sections, each of these steps is explained in detail.

1) Inputs: X1,...,XN, 
PDFs assignment

2) Model parameters
 prescreening: TD

3) DOE strategy:
 progressive LHS

4) Numerical model 
simulations

5) E< Tolerance

6) Final sample size

7) System output: safety
 formulations

8) Conditioned 
probability estimation

9)

Pre-processing Processing Post-processing

yes

no

Parameter significance:
ANOVA + Sobol's index

Figure 1. Probabilistic-based procedure.
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3.1. Sampling Strategy

An efficient sampling strategy that scales with the size of the problem and compu-
tational resources is essential for various sampling-based analyses, such as sensitivity
and uncertainty analyses. To this end, as the sample size increases, PLHS [38], which
sequentially generates sample points while progressively preserving the distributional
properties of interest (Latin hypercube properties, space-filling, etc.), is used. PLHS gen-
erates a series of smaller subsets (slices) such that (i) the first slice is a Latin hypercube,
(ii) the progressive union of slices remains a Latin hypercube and achieves maximum
stratification in any one-dimensional projection, and, as such, (iii) the entire sample set
is a Latin hypercube. To optimize the sampling size, a maximum number of permitted
simulations, Ns, is established. The total number of permitted simulations is then divided
into n slices, each containing ns = Ns/n samples. The simulations are run iteratively, one
slice at a time, and the results for each iteration are cumulatively saved. To define the final
sample size, the algorithm starts with one slice. In the next step, another slice is added, and
the convergence of the algorithm is measured by calculating the relative errors presented
in Equations (1)–(3) and comparing them to a tolerance of 1× 10−3.

Eµ−SSF =

∣∣∣∣∣∣∣∣∣∣
1−

∑
(n−1)×ns
i=1 SSFi

(n− 1)× ns

∑n×ns
i=1 SSFi

n× ns

∣∣∣∣∣∣∣∣∣∣
, (1)

Eσ−SSF =

∣∣∣∣∣∣∣∣∣∣∣∣
1−

√√√√∑
(n−1)×ns
i=1 (SSFi − µSSF(n−1))

2

(n− 2)× ns√
∑n×ns

i=1 (SSFi − µSSFn)
2

(n− 1)× ns

∣∣∣∣∣∣∣∣∣∣∣∣
, (2)

ESSF3 =

∣∣∣∣∣∣∣∣∣∣
1−

∑
(n−1)×ns
i=1 Id3,i

(n− 1)× ns

∑n×ns
i=1 Id3,i

n× ns

∣∣∣∣∣∣∣∣∣∣
. (3)

where SSF is the sliding safety factor for the normal load case, ns is the number of samples
per slice, µSSF(n−1) and µSSFn are the mean safety factors calculated with n− 1 and n slices,
respectively, and Id3 is an indicator function, where Id3,i = 1 if SFFi < 3, and Id3,i = 0
otherwise. The considered stopping conditions concern the statistics (mean and standard
deviation) of the model response in Equations (1) and (2) and the probability of presenting
a SSF lower than a given value in Equation (3). It should be noted that in Equation (3), a
threshold of 3 is used because the SFs from the usual load case are considered, as will be
explained later in Section 4.2. Usually, the convergence of the SSF probability is slower
than that of the statistical moments, such that the obtained results could be accurate for the
mean and standard deviation, but not for the SSF probability, especially for low probabilities.
Therefore, Equations (1)–(3) are used together to evaluate the convergence of the algorithm.

3.2. Sensitivity Analysis

After the selection of the initial set of model parameters that can be considered to
be RVs in the analysis, a prescreening is performed by generating TDs to determine the
final set. This semideterministic analysis is used to evaluate a broad scenario trade space
and narrow the set of options to those that are viable, given the performance, cost, and
safety constraints. Because deterministic analysis requires a relatively short computational
time, it is possible to rapidly iterate through possible scenarios at this low level of fidelity.
However, it is difficult for TDs to evaluate the effect of simultaneous variation in a large
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number of input parameters on the model output results. To this end, after the simulations,
the analysis is expanded, and ANOVA is performed to understand the global parameter
significance and to draw inferences about the effect of the joint variation of the parameters
on the target output.

3.2.1. Tornado Diagrams

TDs quantify the impact of single RV variations on the target output results. It is
also very useful tool to identify which variables are worth resource investment regarding
reducing uncertainties. A TD is composed of horizontal bars with widths given by the
sensitivity of a specific RV. These bars are sorted vertically from the most influential at
the top of the diagram, to the least sensitive at the bottom; thus, the diagram looks like a
tornado. Figure 2 presents the methodology, which can be explained as follows: (i) for each
RV, the mean value and the 5–95% confidence interval (CI) are determined; (ii) numerical
simulations are carried out considering the CI bounds of a single parameter while keeping
the remaining parameters at their mean value, i.e., for N input RV, 2N+1 analyses are
performed; (iii) the difference in the results of the two extreme values of an RV gives the
absolute value of variation. Next, the TD is constructed by sorting the parameters from the
greatest to the lowest variation.

RV CI (5-95%)

X1

X2

X3

.

.

.
XN

[X1,05-X1,95]
[X2,05-X2,95]
[X3,05-X3,95]
 .
 .
 .
[XN,05-XN,95]

X2,X3,...,XN

X1,X3,...,XN

X1,X2,...,XN

.
 .
 .
X1,X2,...,XN-1

mean output

sorting

RV at means Variation TD
mean output

Sorted RV

X2

X1

XN

.

.

.
X3

Figure 2. Tornado diagram (TD) methodology.

3.2.2. Variance-Based Global Sensitivity Analysis

Even though TDs are easily interpretable and visually explicit, they can consider only
variation in one parameter at a time, providing only a local sensitivity for each parameter.
The concept of using the variance as an indicator of the importance of an input parameter
is the basis for many variance-based global sensitivity analysis methods [39]. With this in
mind, to evaluate the global significance of each parameter in the structure response by
considering their joint variation, a sensitivity study using ANOVA is performed. ANOVA
includes hypothesis tests that verify the significance of varying each parameter on the
variance of the measured responses [40]. The results of the hypothesis tests are given in
terms of a p-value, and a smaller p-value indicates greater evidence that the parameter has
a strong influence on the dam response. A typical significance cut-off value of α = 0.05
is adopted here. Similarly, Sobol’s method [34], another variance-based global sensitivity
analysis, is applied because of its ability to quantify the importance of each input random
variable. Sobol’s method uses the decomposition of the variance to calculate the sensitivity
indices.

3.3. Conditional Probability of Exceedance Estimation

Safety is subjective and is a matter of addressing public concern as specified in safety
guidelines or regulations [15]. For the case of a deterministic analysis, this implies equating
the SF to a formalized target criterion tolerated by the profession and society. With the
move to a dam safety probabilistic-based approach, there has been a concomitant focus on
estimating the probability of the failure of dams. In a probabilistic analysis, the decision of
whether a dam is considered to be safe is made by comparing the calculated probability of
failure with a stipulated tolerated probability of failure. The majority of risk guidelines
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relate to the total probability of failure, which is difficult to interpret in practice [12].
With this in mind, the two approaches are combined in this study, and the probability of
presenting a SF lower than the minimum value prescribed by safety guidelines is estimated
to provide a better understanding of the probabilistic analysis output in terms of practical
considerations. This probability, which is conditioned on a determined LC, is formulated
according to Equation (4) from a frequentist point of view.

P f (SF < SFi | LC) =
∑n

j=1 Samples(SF ≤ SFi | LC)

∑n
j=1 Samples(LC)

, (4)

where P f , the probability of exceeding a monitored response, is calculated as the number
of samples exceeding a target SF (SFi) for a specific LC over the total number of samples
generated for that LC.

4. Case Study
4.1. Numerical Model

The present study is focused on a case study of a concrete gravity dam in Quebec,
Canada. It is the largest gravity dam in the province, with 19 unkeyed monoliths, a maxi-
mum crest height of 78 m, and a crest length of 300 m (Figure 3a). The tallest monolith of
the dam, with lift joints of 6 m, is selected as representative and modeled with the computer
software CADAM3D [41] (Figure 3b), which performs stability analysis on gravity dams
using the gravity method in accordance with the Canadian state-of-practice [9,11]. The
validation of the numerical model was based on the fundamental period of the system
and on global damping. By modifying the properties of the dam and of the foundation
materials, the fundamental period and total damping of the system were 0.271 s and 1.05 %
respectively, which matches the results from in situ forced vibration tests [42]. Additionally,
to perform all the simulations required for a probabilistic analysis, a script is created with
MATLAB to automate the model runs. Only one loading case was analyzed; this case
includes the self-weight of the block, the hydrostatic load exerted by the reservoir on the
block, the uplift pressures at the concrete-foundation contact and the ice load per unit
length. The uplift pressure distribution is defined according to the United States Army
Corps of Engineers (USACE) [11]. A nonlinear analysis that allows to consider the crack
propagation along the lift joints is used to analyze the system response, where if the base
crack extends beyond the drain, the full uplift pressure is considered in the crack.

4.6 m

6
5
.2
m

13
m

8
10

(a) (b)

EL. 231.65 m Crest

Base

52.1	m9.4	m
4.5	m

3
	m

Figure 3. Case study dam: (a) cross-section and (b) CADAM3D numerical model of the tallest
monolith.
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4.2. Performance Indicators

The overall stability of concrete retaining structures is verified by imposing perfor-
mance criteria on predefined indicators to ensure that a sufficient margin of safety against
failure exists for each of the failure mechanisms considered for the body of the system. The
performance indicators used herein are (i) the sliding safety factor (SFF), (ii) the overturning
safety factor (OSF), and (iii) the uplift safety factor (USF) and the position of the resulting
force (PR). Table 1 shows the stability criteria for concrete gravity structures according to
the Federal Energy Regulatory Commission (FERC) [43] and Canadian Dam Association
(CDA) [9] guidelines. These guidelines propose SFs considering the level of knowledge in
the strength parameters, where the required SFs are larger if no material tests are available.
The LCs fall into three broad categories: normal, unusual, and extreme. These categories
are related to a probability of exceedance for a period of time and at an acceptable level of
safety. In the context of this study, only the conditions associated with water levels and
ice loads are considered: normal operating conditions, unusual ice, or blocked drains and
extreme safety floods.

Table 1. Stability criteria.

LC
SSF

OSF USF PR
No Test † Test † Residual ‡

Usual 3 2 1.5 ≥ 1 1.2 1/3 median
Unusual 2 1.5 1.3 ≥ 1 1.1 1/2 median
Extreme 1.3 1.1 1.1 ≥ 1 1.1 within base

† Friction and cohesion, ‡ Friction only.

4.3. Modeling Parameters and Screening Study

Each parameter in the analysis is defined either as a fixed value or as a RV. associated
with a PDF. The preliminary set of considered parameters are selected taking into account
the input parameters in the CADAM3D numerical model and the RVs considered in
probabilistic analysis in the literature [15,19,22]. Table 2 presents the parameters that
are considered as RVs in the numerical analysis of the dam response and for which the
uncertainty or likelihood of occurrence is formally included. All the remaining input
parameters are held constant and represented by their best estimate values. The probability
distributions are defined using historical data from the case study dam and, when not
available, empirical data from similar dams [8,44,45]. Based on literature results [46] and
the dam owner’s expert judgement, it is assumed for the sampling and posterior analysis
that 65 % of the time, the concrete-rock contact is not bonded (apparent cohesion), while the
remaining 35 % of time, a special treatment is present that ensures the bond (real cohesion).
In the same manner, it is considered that the lift joints (concrete-concrete contact) are always
bonded. Note that Table 2 shows that some of the model parameters are correlated with
and/or conditional on each other provided that the aforementioned assumptions are made.
For the bonded case, the base peak cohesion is taken as twice the base tensile strength,
BCPR = 2×BRT, according to the Griffith criterion [47], while the base minimum peak
compressive stress is null; hence, BMCP= 0. Conversely, for the unbounded case, the
base tensile strength is null, i.e., BRT= 0, and the BMCP is normally distributed. Similarly,
given that the base residual internal friction angle is always lower than or equal to the
base peak friction angle, this parameter is considered equal to the peak friction angle
minus a variation normally distributed. A uniform distribution is used for most of the
parameters other than the minimum peak compressive stress so that more general cases
can be considered in the analysis, as explained in the following sections.
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Table 2. Uncertain parameters.

Parameter Designation PDF Distribution Parameters

Reservoir elevation (m) RN Uniform L = 225 U = 231
Ice load (kN/m) GLN Uniform L = 50 U = 200

Drain efficiency (%) DEI Uniform L = 0 U = 67
Base peak friction angle (◦) BFP Uniform L = 42 U = 55

Base residual friction angle (◦) BFR Normal BFP−N (5, 1)
Base tensile strength (kPa) BRT Uniform L = 150 U = 1500

Base min. peak compressive stress (kPa) BMCP Normal µ = 350 σ = 350
Base peak cohesion - Real (kPa) BCPR Uniform L = 300 U = 3000

Base peak cohesion - Apparent (kPa) BCPA Uniform L = 0 U = 1000
Joint tensile strength (kPa) JRT Uniform L = 1000 U = 3000
Joint peak friction angle (◦) JFP Uniform L = 45 U = 55
Joint peak cohesion (kPa) JCP Uniform L = 400 U = 700

The base parameters refer to the concrete-rock contact. The joint parameters refer to the concrete-concrete contact.

A screening study based on the TDs to assess the effect of each modeling parameter
on the response of the dam is displayed in Figure 4. The reservoir elevation (RN), drain
efficiency (DEI), and ice load (GLN) are some of the most influential parameters common
to almost every performance indicator. However, note that the parameters most affecting
a given response vary with respect to the considered lift joint, as shown in Figure 4a–d
and Figure 4b,c. For this reason, Figure 5 presents the variation in the SSF with respect
to loading and material property parameters for each joint. The effects of the joint peak
cohesion (JCP) and RN are more significant for the upper lift joints and, as expected, this is
even more evident for the GLN, whereas the joint peak friction angle (JFP) remains almost
constant.

(a)

(d)

(b)

(e)

(c)

(f)

Figure 4. TD: (a) Base joint—sliding safety factor (SSF), (b) Base joint—position of the resulting force (PR), (c) Base
joint—uplift safety factor (USF), (d) Crest joint—SSF, (e) Crest joint—PR, and (f) Base joint—overturning safety factor (OSF).
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(a) (b)

(c) (d)

Figure 5. Joint TD for the SSF: (a) reservoir elevation (RN), (b) joint peak cohesion (JCP), (c) ice load
(GLN), and (d) peak friction angle (JFP).

4.4. Load Combinations

In the structural safety evaluation of dams, unusual and extreme loads need particular
attention, as there is more uncertainty because of low event accuracy. The evaluation has to
consider two aspects: (i) load uncertainty and (ii) event frequency [15]. Table 3 displays the
event frequency associated with each LC according to the dam owners’ internal regulations
and based on the USACE guidelines [48].

Table 3. Probabilities associated with load combinations (LCs).

Load Combination (LC) Annual Probability (Pr) Return Period (RP)

Usual Pr > 0.5 RP< 2 years
Unusual 0.0069 ≤ Pr ≤ 0.5 2 ≤ RP ≤ 145 years
Extreme 10−4 ≤ Pr < 0.0069 145 < RP ≤ 104 years

Taking into account the ice and reservoir load, Figure 6 presents the cumulative
density function (CDF) associated with each load for determining the annual probability
of exceedance. The red data dots are obtained based on the monitored reservoir values
of the case study dam and the ice load traditionally used for each LC. To these points, a
log-normal distribution is fitted in each case (LN1). However, to better consider the load
uncertainty and given that we are fitting a CDF with only 3 points, two other log-normal
distributions are considered by keeping the same mean but doubling the standard deviation
and using a uniform distribution with the same mean and an upper bound equal to the
extreme condition. Table 4 provides the parameters of these distributions.

Table 4. Loading parameter distributions.

CDF
Distribution Parameters

RN GLN DEI

LN1 µln = 5.34 σln = 0.001 µln = 4.60 σln = 0.10 – –
LN2 µln = 5.34 σln = 0.002 µln = 4.60 σln = 0.20 – –
LN3 µln = 5.34 σln = 0.003 µln = 4.60 σln = 0.30 – –
UF1 L= 228.64 U= 230.10 L= 1.00 U= 200 L= 0.0 U= 0.67
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(b)

(a)

Figure 6. Annual probability of exceedance: (a) RN and (b) GLN.

Figure 6a,b are combined to define the LCs by generating joint cumulative distribution
functions, as shown in Table 5. Then, the joint cumulative distributions are intersected with
horizontal constant probability planes equal to the annual probabilities defined in Table 3.
Finally, the intersection is projected onto the XY plane and the regions corresponding to the
usual, unusual, and extreme LCs are established, as shown in Figure 7. Figure 7a–d present
these regions considering the independence between RN and GLN, whereas Figure 7e
considers a negative correlation between RN and GLN, which provides a more realistic
view of the case study dam’s reservoir management. In the same manner, given that,
for some performance indicators, DEI is more critical than GLN (Figure 4b,c,f), Figure 7f
defines the LC regions as a function of RN and DEI. Likewise, the samples displayed
in Figure 7 are obtained with an LHS strategy considering that the samples are drawn
from the target distributions defined in Table 5, which are the same distributions as those
used for defining the LC regions. Notably, the samples are not evenly distributed in
the LC regions, which implies that there is not a sufficient number of samples for the
probabilistic analysis for each LC. To address these two main drawbacks, i.e., to upgrade
the LC definitions and/or different LCs for different performance indicators and a more
regular sampling space without the re-evaluation of the simulations, the methodology
proposed in Figure 8 is used. First, PLHS is used to generate samples to be simulated
with the numerical model considering only the upper and lower bounds of the possible
range of values of the parameters defining the LC. Then, in Step 2, the joint CDF is built
considering the distributions assigned to each of these parameters, and the joint cumulative
probability is calculated for the samples drawn in Step 1 to ensure that they follow the
target distributions. Next, in Step 3, the LC regions are defined by projecting on the XY
plane the intersection curve of the joint CDF with horizontal planes corresponding to the
annual probability of exceedance (Table 3). Finally, in Step 4, only the samples in Step 1 that
fall in each LC region, i.e., the samples in which joint cumulative probability correspond to
the prescribed annual probabilities of exceedance, are considered for the post-processing
stage. Figure 9 presents the final samples per load combination for D5.



Water 2021, 13, 855 11 of 19

/ /

(a) (b) (c)

(d) (e) (f)

/

/ /

Figure 7. LC regions for RN-GLN: (a) D1, (b) D2, (c) D3, (d) D4, (e) D5, and (f) D6.

Table 5. Considered LC distributions.

LC Distribution Parameter Description

D1 RN-GLN LN1 ⊥⊥ LN1
D2 RN-GLN LN2 ⊥⊥ LN2
D3 RN-GLN LN3 ⊥⊥ LN3
D4 RN-GLN UF1 ⊥⊥ UF1
D5 RN-GLN LN1 | LN1 with ρRN-GLN = −0.7 †

D6 RN-DEI LN1 ⊥⊥ UF1
† Estimated from expert judgement and the historical reservoir management of the case study dam.
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Figure 8. Procedure for obtaining samples per LC.
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/

(b)

(a)

Figure 9. Samples per LC for D5: (a) cumulative density function, and (b) XY projection.

5. Results and Discussion
5.1. Sample Size

In the context of this study, and as a trade-off between the available computational
budget and time, a maximum number of 104 simulations is established. The total number
of permitted simulations is divided into 100 slices, containing 100 samples each. The
PLHS technique [38] is implemented via the VARS-Tool software package [49], which is
a MATLAB Toolbox. Figure 10 presents the results of Equations (1)–(3) for each slice and
for each joint. As seen from Figure 10, to obtain Eσ−SSF and ESSF3 within the specified
tolerance, n = 50 slices are required, while, for Eµ−SSF ≤ 1× 10−3, n = 60 are necessary.
Even though the number of slices can be automatically determined by the algorithm, in
this study, the number of slices is set to n = 55 given that with n = 50 the stopping condition
in Equations (2) and (3) is already met. Ultimately, Ns = 100× 55 samples are considered
for the probabilistic analysis.

5.2. Effect of Model Demand PDF Variation in the Analysis

To assess the effect of the model demand parameter definition in the probabilistic
analysis, the probability of exceeding a target SF conditioned on the LC is estimated.
This probability is calculated according to Equation (4) considering the load combination
distributions presented in Table 5. Figure 11 displays the probability of exceeding an SSF
prescribed by the CDA guidelines (Table 1) given an usual, unusual, and extreme LCs for
each lift joint. Note that, for the usual LC, the last 5 bottom lift joints are affected, while, for
the unusual and extreme LCs, only the concrete-rock (base) joint is affected. This can be
explained considering the SSF associated to the load case. Given that the concrete-concrete
joints in general presented 2 < SSF < 3, for a less critical load case, i.e., a higher target
safety factor, the probability of presenting a safety factor lower than the threshold for the
usual load case is higher, thus affecting more joints. For the unusual and extreme LCs, the
probability is even lower due to the considered target SSF, and only the base joint which
present different material properties than the concrete-concrete joints is affected. It can be
concluded that, for unusual and extreme load cases, only the base joint is critical, while, for
usual loading conditions, attention must be also paid to the last 5 bottom joints. Moreover,
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it is observed that using distributions that more realistically represent the LCs, such as
D5, which considers that during the summer, the reservoir is high, and the ice load is low,
and vice versa, provide less conservative probabilities of exceedance. Only the functions
corresponding to the sliding stability criteria are presented given that the numerical model
simulations showed that OSF and USF are always respected, highlighting the adequate
performance of the case-study dam.
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Figure 10. Progressive Latin hypercube sampling (PLHS) slice iterations: (a) Eµ−SSF, (b) Eσ−SSF, and
(c) ESSF3.
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Figure 11. Conditional probability functions: (a) usual, (b) unusual, and (c) extreme.

5.3. Model Parameter Recommendations for Adequate Performance
5.3.1. Influence of Model Parameters

The significance of each modeling parameter in Table 2 on the structural response of
the dam is also assessed by a screening study using ANOVA. For each response monitored,
a multiway ANOVA is conducted using MATLAB. The results of this analysis are shown in
Table 6, where the p-values < 0.05 indicate statistically significant parameters that should
be treated with special attention. It should be mentioned that, for a pure sensitivity analysis,
as is the case here, using uniform distributions is acceptable, but not for a reliability analysis
since it is hard to find a physical parameter (e.g., the rock/concrete strength parameters)
that follows a uniform distribution. The results are presented for the base and crest lift
joints, which are considered as representative of the system.

Overall, the results reveal that all the parameters have a statistically significant effect
on at least one of the critical dam responses. Additionally, the parameters used to define
the LCs, such as RN, GLN, and DEI, are important for every SF at the base and/or the
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crest. These results can be used to reduce the number of parameters considered in the
probabilistic analysis; however, given that nearly all the parameters are identified as
significant for at least one of the response quantities of interest, this approach is not used.
Beyond this, however, the results of the screening study are useful for better understanding
the effect of the joint parameter variations on the dam’s response and to validate the results
of more simplified methods, such as the TD.

Table 6. p-values from ANOVA: summarizing the significant parameters for the base and neck sliding of the dam.

Model
Parameter

SSF † SSFR ‡ USF OSF PR

Base Crest Base Crest Base Crest Base Crest Base Crest

RN <0.05 <0.05 <0.05 <0.05 <0.05 <0.05 <0.05 <0.05 <0.05 <0.05
GLN <0.05 <0.05 <0.05 <0.05 0.657 0.233 0.070 <0.05 <0.05 <0.05
DEI <0.05 – <0.05 – <0.05 – <0.05 – <0.05 –
BRT <0.05 – 0.087 – 0.215 – 0.191 – 0.151 –

BMCP <0.05 – <0.05 – <0.05 – 0.104 – <0.05 –
BCP <0.05 – 0.167 – 0.615 – 0.538 – 0.428 –
BFP <0.05 – 0.913 – 0.970 – 0.915 – 0.444 –
BRF 0.532 – <0.05 – 0.917 – 0.964 – 0.339 –
JRT – 0.206 – 0.096 – <0.05 – <0.05 – 0.060
JCP – <0.05 – 0.093 – <0.05 – <0.05 – 0.060
JPF – <0.05 – 0.251 – 0.190 – 0.231 – 0.315

† Friction and cohesion, ‡ Friction only.

In the same way as for the multiway ANOVA, for each response monitored, Sobol’s
indices were calculated using UQLab [50] through MATLAB. Total sensitivity indices,
which measure the main effects of a given parameter and all the interactions (of any order)
involving that parameter, as well as the first order indices (no interaction), were estimated
as shown in Figure 12. It is observed from Figure 12a that, for the concrete-rock joint, the
parameters which had the greatest effect on the monitored response are RN, DEI, BFP,
and BFR. Particularly, the most important parameters for PR are RN and DEI, DEI and
BFR for SSFR, BCP for SSF, and DEI for OSF and USF. On the contrary, it is observed
from Figure 12b that, for the concrete-concrete joint, the most important parameter is RN,
followed by GLN and JCP. In general, the parameters affecting the most PR, OSF, and SSFR
are RN and GLN, while RN, GLN, and JCP have the most influence on SSF. Finally, only
RN affects USF.

(a) (b)
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l	
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Figure 12. Sobol indices: (a) Base and (b) Crest.

5.3.2. Stability Analysis Results

The final system output, together with the global sensitivity analysis, can also be used
to assess the dam performance through the formulation of safety recommendations. To this
end, the simulation results for the base SSF and PR at the base and at the crest are plotted
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against the two most influential parameters according to Figures 4 and 12. The simulation
results are presented in Figure 13a–c, where it can be seen that the response of interest can
be approximated well by a surface defined with only two model parameters, as shown in
Table 7.

Table 7. Parametric surface goodness-of-fits.

Surface R2 RMSE

SSF (BCP, BFP) 0.963 0.3613
PR (RN, DEI) 0.901 1.450
PR (RN, GLN) 0.999 0.101

Finally, ranges of values that meet the SFs provided by safety guidelines are formulated
by intersecting the parametric surfaces with horizontal planes at the target SFs specified
in Table 1. Figure 13d presents the BCP-BFP zones that result in base SSF values lower
than those prescribed by the CDA [9], while Figure 13e,f present the RN-DEI and RN-GLN
zones that provide a resultant within the 1/3 and 1/2 median of the base for the base and
the crest lift joints, respectively.

(a) (b) (c)

(d) (e) (f)

Figure 13. Stability analysis output: (a) SSF-Base, (b) PR-Base, (c) PR-Crest, (d) BCP-BFP regions,
(e) RN-drain efficiency (DEI) regions and (f) RN-GLN regions.

6. Conclusions

Uncertainties prevail in the safety assessment of dams, particularly in the identifi-
cation of failure modes, loading conditions and model parameter estimations. Hence,
it is important to consider various sources of uncertainties for the safety assessment of
dams, and the means to do so is through a probabilistic analysis. The main goal of this
study was to develop a probabilistic-based methodology to sufficiently assess the safety
of dams with a flexible sampling strategy so that new data can be easily and efficiently
incorporated in the analysis without the re-evaluation of the system simulations. Moreover,
a prescreening of the model parameter sensitivity was performed with the generation of
TDs, which was later validated with variance-based global sensitivity analysis methods,
such as ANOVA and Sobol’s indices. Finally, safety recommendations were formulated by
evaluating the system output, and the probability of the target SF exceeding the guidelines
given a determined LC was estimated.

The proposed procedure is more robust, computationally efficient, and more easily
interpretable than conventional methods while accounting for uncertainties in the resistance
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and loading parameters, which would otherwise be neglected. The perspective taken is
that dam safety assessment is a tool for providing insights that can strengthen both the
engineering and decision aspects of dam safety management. As such, this study will
allow professionals in the dam industry and dam owners to expedite the safety assessment
of gravity dams and to identify the parameter uncertainties affecting the dam response
the most so that economic resources can be invested in the exhaustive study of these
parameters.
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