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Abstract: Background: Water shortages limit agricultural production in arid and semiarid regions
around the world. The accurate estimation of reference evapotranspiration (ET0) is of the utmost
importance for computing crop water requirements, agricultural water management, and irrigation
scheduling design. However, due to the combination of insufficient meteorological data and uncertain
inputs, the accuracy and stability of the ET0 prediction model were different to varying degrees.
Methods: Six machine learning models were proposed in the current study for daily ET0 estimation.
Information on the weather, such as the maximum and minimum air temperatures, solar radiation,
relative humidity, and wind speed, during the period 1960~2019 was obtained from eighteen stations
in the northeast of Inner Mongolia, China. Three input combinations were utilized to train and test
the proposed models and compared with the corresponding empirical equations, including two
temperature-based, three radiation-based, and two humidity-based empirical equations. To evaluate
the ET0 estimation models, two strategies were used: (1) in each weather station, we trained and
tested the proposed machine learning model, and then compared it with the empirical equations,
and (2) using the K-means algorithm, all weather stations were sorted into three groups based on
their average climatic features. Then, each station tested the machine learning model trained using
the other stations within the group. Three statistical indicators, namely, determination coefficient
(R2), root mean square error (RMSE), and mean absolute error (MAE), were used to evaluate the
performance of the models. Results: The results showed the following: (1) The temperature-based
temporal convolutional neural network (TCN) model outperformed the empirical equations in the
first strategy, as shown by the TCN’s R2 values being 0.091, 0.050, and 0.061 higher than those of
empirical equations; the RMSE of the TCN being significantly lower than that of empirical equations
by 0.224, 0.135, and 0.159 mm/d; and the MAE of the TCN being significantly lower than that of
empirical equations by 0.208, 0.151, and 0.097 mm/d, and compared with the temperature-based
empirical equations, the TCN model markedly reduced RMSE and MAE while increasing R2 in the
second strategy. (2) In comparison to the radiation-based empirical equations, all machine learning
models reduced RMSE and MAE, while significantly increasing R2 in both strategies, particularly the
TCN model. (3) In addition, in both strategies, all machine learning models, particularly the TCN
model, enhanced R2 and reduced RMSE and MAE significantly when compared to humidity-based
empirical equations. Conclusions: When the radiation or humidity characteristics were added to
the given temperature characteristics, all the proposed machine learning models could estimate ET0,
and its accuracy was higher than the calibrated empirical equations external to the training study
area, which makes it possible to develop an ET0 estimation model for cross-station data with similar
meteorological characteristics to obtain a satisfactory ET0 estimation for the target station.
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1. Introduction

Optimizing the use of the limited available water, especially in agricultural production
systems, is becoming increasingly crucial in recent years due to the rising demand for
water resources as a consequence of uneven water distribution, resource abuse, and ineffi-
cient irrigation practices. Therefore, in order to manage the increasingly precious water
resources, it is vital to study various techniques to enhance water efficiency and prevent
excessive water consumption. Crop evapotranspiration (ET), which is crucial in tasks such
as irrigation scheduling and forecasting, water resource management, agricultural water
resource development, and hydrological studies, is based on the accurate estimation of
reference evapotranspiration (ET0) [1–3]. As a result of the high accuracy across a range
of climatic circumstances, the United Nations Food and Agriculture Organization (FAO)
has recommended the Penman–Monteith equation (FAO56-PM) as a standard approach
for predicting ET0 and calibrating other empirical and semiempirical models [4–6]. The
FAO56-PM equation data requirements, however, are high, since the model requires solar
radiation, the maximum and minimum air temperature, relative humidity, and wind speed.
The meteorological stations measuring these features, worldwide, are scarce, and the wide
application of the Penman–Monteith method has thus been severely constrained, especially
in developing countries such as China [7]. Therefore, in order to estimate ET0 accurately, a
simpler model using fewer weather feature inputs needs to be explored.

Numerous methods depending upon incomplete weather characteristics have been
developed to estimate ET0, such as temperature-based models [8,9], radiation-based mod-
els [10–12], humidity-based models [13,14], mass transfer-based models [15], and pan-based
methods [16]. Among these models, when all meteorological features are unavailable, the
first three models are frequently used to replace the FAO56-PM equation to calculate
ET0 [10]. Nevertheless, these empirical models also have some defects, such as either
overestimating or underestimating the ET0 [14], and are suitable to estimate weekly or
monthly scales but not effective for daily ET0 estimation [17]. Thus, it is necessary to
investigate and develop better models for forecasting ET0 with a high level of precision
using fewer weather features.

In recent decades, with advancements in artificial intelligence and data mining tech-
nology, some scholars have begun to apply machine learning models and deep learning
models to estimate ET0 in order to overcome the dependency on meteorological data due
to their outstanding capacity to handle nonlinear interactions between the dependent and
independent variables. To forecast ET0, many machine learning and deep learning models
have been proposed, including support vector machines (SVMs) [18–20], random forests
(RFs) [5,21], the M5 model tree (M5Tree) [22,23], extreme gradient boosting (XGBoost) [24],
artificial neural networks (ANNs) [4,25], extreme learning machines (ELMs) [7,26], the long
short-term memory neural network (LSTM) [16,27], bidirectional LSTM (Bi-LSTM) [28], the
adaptive neuro fuzzy inference system (ANFIS) [29], and multivariate adaptive regression
spline (MARS) [30,31].

The linked study makes clear that the ANN, SVM, and RF models have been employed
extensively for ET0 prediction, but the employment of deep machine learning methods,
particularly the TCN and LSTM models, have been quite sparse. In addition, there has not
been a thorough comparison of these deep learning models with the widely used ANN,
SVM, and RF models, particularly in terms of their performance in predicting ET0 with
limited meteorological inputs under different climatic conditions. Additionally, almost all
studies that have adopted classical machine learning models (e.g., ANN, SVM and RF) to
estimate ET0 have tested the accuracy and stability of these models for forecasting ET0 in
a single station alone, which fails to make a comparison with machine learning models.
In this case, the specific objectives of this study were to (1) develop six machine learning
models, namely, TCN, ANN, LSTM, K-nearest neighbors (KNN), RF, and Light Gradient-
Boosting Machine (LGB), to predict ET0 in North China’s Inner Mongolia Autonomous
Region; (2) determine the effects of limited meteorological inputs on the accuracy of daily
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ET0 prediction; and (3) investigate the performance of these machine learning models and
empirical equations within and outside of the study area.

2. Materials and Methods

As shown in Figure 1, the study region is located in the northeast of the Inner Mongolia
Autonomous Region (41◦17′ N~53◦20′ N; 115◦31′ E~126◦4′ E), China. Three-quarters of the
grain produced in the Inner Mongolia Autonomous Region was produced in this region,
which has an area of approximately = 0.462 million km2. With features of both a continental
and monsoon climate, the northeast of the Inner Mongolia Autonomous Region is in the
mild temperate zone. The average daily weather variables for the 18 stations located in
the northeast of China’s Inner Mongolia Autonomous Region are summarized in Table 1.
Continuous daily meteorological data during the period 1960–2019 were collected from
the China Meteorological Administration in this study, including maximum temperature
(Tmax), minimum temperature (Tmin), sunshine duration (SH), relative humidity (RH),
wind speed at 2 m height (U2), and precipitation (P).
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Figure 1. Spatial distribution of the weather stations.

2.1. Models for Modeling Reference Evapotranspiration
2.1.1. FAO-56 Penman–Monteith Equation

The FAO-recommended Penman–Monteith equation (FAO 56-PM) was used to es-
timate ET0 data, which were chosen as the calibration and assessment goals for the pro-
posed models. This process is reasonable and has been applied in many earlier investiga-
tions [4,32–34]. The following shows how the Penman–Monteith model is expressed:

ET0 =
0.408∆(Rn −G) + γ 900

T+273 u2(es − ea)

∆ + γ(1 + 0.34u2)
(1)

where ET0 is the reference evapotranspiration (mm d−1); Rn is the net radiation (MJm−2d−1);
G is the soil heat flux density (MJm−2d−1); T is the mean daily air temperature (◦C); u2
is the wind speed at a height of 2 m (ms−1); es and ea are the saturation vapor pressure
(kPa) and actual vapor pressure (kPa), respectively; ∆ is the slope vapor pressure curve
(kPa ◦C−1); and γ is the psychrometric constant (kPa ◦C−1).
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Table 1. Geographic and meteorological information of the 18 weather stations and the cluster
number of weather stations during the period 1960–2019.

Station U2
(m·s−1)

RH
(%)

SH
(h)

Tmin
(◦C)

Tmax
(◦C)

p
(mm) Cluster

Eergunaqi 2.06 66.41 7.26 −8.66 4.61 1.12 3
Tulihe 2.08 70.79 6.93 −12.45 4.36 1.42 3

Manzhouli 3.99 62.03 8.08 −6.97 6.35 0.90 2
Hailaer 3.22 66.12 7.39 −6.67 5.55 1.09 2

Xiaoergou 1.56 66.25 7.31 −7.31 8.39 1.57 3
Xinbaerhuyouqi 3.76 59.39 8.35 −4.43 7.82 0.73 2
Xinbaerhuzuoqi 3.27 62.16 7.97 −5.12 6.80 0.89 2

Zhalantun 2.68 56.64 7.58 −2.18 9.66 1.55 2
Aershan 2.49 68.64 7.15 −9.30 4.84 1.50 3
Suolun 2.82 56.82 7.74 −3.88 10.38 1.40 2

Zhaluteqi 2.70 48.23 7.90 1.27 13.28 1.13 1
Balinzuoqi 2.66 50.02 8.31 −1.04 12.92 1.11 1

Linxi 2.83 49.58 8.09 −1.25 11.60 1.10 1
Kailu 3.83 51.80 8.48 0.85 13.44 0.98 1

Tongliao 3.56 54.34 8.18 1.24 13.29 1.12 1
Wengniuteqi 2.95 47.69 8.20 0.41 13.03 1.05 1

Chifeng 2.42 48.17 8.01 1.54 14.47 1.10 1
Baoguotu 3.23 49.94 7.99 1.59 13.71 1.23 1

Note: the numbers 1, 2, and 3 under “cluster” indicate that the meteorological stations belong to clusters 1, 2, and
3, respectively. U2, RH, SH, Tmax, Tmin, and P are the average daily wind speed at 2 m height, relative humidity,
sunshine duration, maximum and minimum air temperature, respectively.

2.1.2. Empirical Models for Predicting Daily ET0

Temperature-based empirical models. When statistics on solar radiation, relative hu-
midity, and wind speed are lacking, the Hargreaves model and modified Hargreaves model
predict daily ET0 using just the maximum and minimum air temperature. Equations (2)–(4)
represent the Hargreaves and modified Hargreaves models, respectively [8,35,36].

ET0 = 0.000939
(
Tavg + 17.8

)
(Tmax − Tmin)

0.5Ra (2)

ET0 = 0.000939
(
Tavg + 37.5

)
(Tmax − Tmin)

0.424Ra (3)

ET0 = 0.000816
(
Tavg + 33.9

)
(Tmax − Tmin)

0.296Ra (4)

where Tmax is the maximum air temperature (◦C); Tmin is the minimum air temperature
(◦C); Tavg is calculated as the average of Tmax and Tmin (◦C); and Ra is the extraterrestrial
radiation for daily periods (MJm−2d−1), which is calculated using the following equation:

Ra =
24× 60
π

GSCdr[(ωs sin(ϕ) sin(δ) + cos(ϕ) cos(δ) sin(ωs)] (5)

where GSC denotes a solar constant that is equal to 0.0820 MJm−2min−1; dr is the inverse
relative distance between the Earth and the sun; δ is the solar declination (rad); ϕ is the
latitude (rad);ωs is the sunset hour angle (rad).

Radiation-based models. The Ritchie (Equation (6)), Priestley–Taylor (Equation (7)),
and Makkink (Equation (8)) models—three widely used and highly accurate radiation-
based models that call for information on air temperature and solar radiation—were
employed to calculate ET0 [10,11,37].

ET0 = a1 × [0.00387Rs(0.6Tmax + 0.4Tmin + 29)] (6)
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When
5 < Tmax > 35 ◦C a1 = 1.1;

Tmax > 35 ◦C a1 = 1.1 + 0.05(Tmax − 35);
Tmax < 5 ◦C a1 = 0.01 exp(Tmax + 20).

ET0 = 1.26
∆

∆ + γ
(Rn −G) (7)

ET0 = 0.61
∆

∆ + γ
Rs − 0.12 (8)

where Rs is the solar radiation, and Rs in MJm−2d−1 is given by

Rs = as + bs
n
N

Ra (9)

where n is the actual duration of sunshine (hour); N is the maximum possible duration of
sunshine or daylight hours (hour); as and bs are the regression constants; and the values
as = 0.25 and bs = 0.5.

Humidity-based models. Two empirical equations based on relative humidity and tem-
perature data, Romanenko (R) and Schendel (S) equations, were applied in this work [13,14].
These equations have often been applied in the literature by many researchers. Equations (10)
and (11) represent the R and S equations, respectively.

ET0 = 0.00006
(
25 + Tavg

)2
(100− RH) (10)

ET0 = 16
Tavg

RH
(11)

where Tavg is the mean air temperature, ◦C, and RH is the mean air relative humidity.
In accordance with the advice of Allen et al. and the investigations of various au-

thors [5,38,39], the empirical methods were calibrated using statistics from all weather
stations under study based on a simple linear model. Calibrated ET0 was derived using the
following formula:

ET0,cal = aET0 + b (12)

where ET0,cal is the reference evapotranspiration calculated using the calibrated equation,
and a and b are the calibration parameters.

2.1.3. Machine Learning Models for Predicting Daily ET0

Random forest (RF). An ensemble of numerous classification or regression trees known
as a “random forest” (RF) model aims to create precise predictions that do not overfit the
data. It is a combination of tree predictors that depend on the values of random vectors
sampled independently and with the same distribution for all trees in the forest [40].
Great prediction accuracy and high tolerance for outliers and “noise” have both been
demonstrated in the RF model. The RF model produces n data sets from the original data
set’s duplicate samples. It creates an unpruned classification or regression tree for each
dataset. All trees vote to determine the final categorization outcome for the classification
issue. However, the average of all the tree outcomes is the ultimate solution for the
regression problem.

K-nearest neighbors (KNN). The K-nearest neighbors (KNN) is a nonparametric re-
gression method which is different from the traditional regression method [41]. The KNN
regression does not have a fixed function form and predicts the values for test data/new
data points by looking for similar testing state samples among historical data. The simi-
larity of the new point to the training data samples determines its value. There are two
methods for KNN regression. The average of the target of the K-nearest neighbors is first
calculated. The second calculation is the inverse distance weighted average of the K-nearest
neighbors [42]. KNN regression uses the same distance functions as KNN classification—
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Euclidean, Manhattan, and Minkowski. Due to its simplicity and intuitiveness, KNN is
widely adopted for classification and regression [43,44].

Light Gradient-Boosting Machine (LGB). LGB is a novel GBDT (gradient-boosting
decision tree) algorithm, proposed by Microsoft, which has been used in many different
kinds of data mining tasks, such as classification and regression [45]. The LGB algorithm
contains two novel techniques, which are gradient-based one-side sampling and exclusive
feature bundling, respectively. Gradient-based one-side sampling (GOSS) can eliminate a
large amount of data with a small gradient, and only uses the remaining data to estimate the
information gain, so as to avoid the influence of the long tail of the low gradient. Exclusive
feature bundling (EFB) implements the binding of mutually exclusive features to reduce
the number of features. Additionally, the histogram-based algorithms can help speed up
training and reduce memory usage. More importantly, compared with traditional parallel
methods, LGB also has feature parallel and data parallel advantages. LGB’s remarkable
prediction accuracy has led to its widespread use in a variety of sectors, preventing the
model from overfitting during training; greatly speeding up the forecasting speed; and
reducing its memory utilization [46–48].

Artificial neural networks (ANNs). An artificial neural network (ANN) is a type of
information processing system that mimics the capacity of the human brain to recognize
patterns and learn from mistakes. ANNs generally have a number of processing compo-
nents called neurons that are connected by synaptic weights [26]. Typically, an ANN’s
design consists of an input layer, some hidden layers, and an output layer. The input layer
and output layer denote the inputs and output, respectively. The function of hidden layers
is to complicate the ANN, which is necessary for solving nonlinear fitting problems.

In the ANN model, every neuron receives weighted inputs, which might be input
variables or the outputs of the neuron in the preceding layer. The inputs are then summed,
a bias term is added, and the outcome is sent through an activation function to produce the
output (activation value). The required output can be generated by modifying the weights
of an artificial neuron. The operation of adjusting the weights of the ANN is called learning
or training. Additionally, a number of learning algorithms, such as the backpropagation
algorithm, radial basis function, generalized regression, conjugate gradient descent, and
quick propagation, try to minimize the error function of the ANN model. The backpropa-
gation algorithm is the most frequently used among them. This algorithm is trained using
sets of examples that contain input arrays and the desired output arrays. The input is
introduced to the network, and the error between the actual and desired output is then
propagated backward in the network to readjust the weights in order to reduce the error.
In this study, we adopted a backpropagation algorithm to train an ANN model, and then
used it for estimating ET0.

Long short-term memory (LSTM). LSTM is an excellent variant of the recurrent neural
network (RNN), which solves the problem of gradient disappearance and difficult training
of RNN [49]. The LSTM is a nonlinear time series model that can learn the order dependency
between observations in a sequence and allows information to persist using a memory
state. The core idea of LSTM is the state of the cell, which introduces a hidden layer unit
known as a memory cell compared to the traditional RNN. Three gates—the input gate,
output gate, and forget gate—are used by memory cells to govern their self-connections,
which store the network’s temporal state for later use. The memory cell has the ability to
store historical information and recall it at any time. The cell allows the network to only
remember, store, and transfer information that is directly connected to the current value
and to forget other information that is not relevant. As a result, LSTMs do not struggle to
learn new information; rather, long-term memory is basically their default habit.

Temporal convolutional neural network (TCN). The temporal convolutional neural
network (TCN) approach was initially developed to examine long-range patterns using
a hierarchy of temporal convolutional filters [50]. The TCN is founded on two guiding
principles: first, that knowledge about the future cannot be revealed in the past and, second,
that a neural network will always create an output that is as long as its input. Causal
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convolution is introduced to meet these two criteria. In causal convolution, only the neural
nodes that are active at time step t and those that were active previously in the prior layer
are convolved. The lengthy sequence, however, complicates the simple causal convolution.
To look back in time for very long time sequences, we need to stack causal convolution
for several layers. However, this procedure will result in overfitting and a significant rise
in parameters. Dilated convolution is offered as a solution to this issue. Another crucial
component of TCN is residual connection. According to residual connection, the input of
the block is increased by the output of a branch that includes a number of transformations.
The TCN is defined as 1D causal CNN + 1D dilation CNN + residual connection, in brief.
These techniques allow TCN to extract data from multivariate time sequences with a
minimal number of layers while maintaining the temporal characteristic.

2.2. Data Management and the Development of Machine Learning Models

This study investigated the performance of the suggested empirical and machine
learning models for calculating ET0 with incomplete meteorological data under three data
availability situations: temperature-based models, which used only measured data on
maximum and minimum air temperature; humidity-based models, which used measured
data on maximum and minimum air temperature, average temperature, and relative
humidity; and radiation-based models, which used measured data on maximum and
minimum air temperature, average temperature, and solar radiation. In these instances,
extraterrestrial radiation, which was estimated using latitude and the day of the year, was
applied to supplement the observed data [39]. Furthermore, the differences in performance
between the proposed machine learning models and the relevant empirical equations were
tested individually for significance.

In order to obtain models with higher performances, we used the K-means method
to group weather stations according to their average climatic characteristics: Group I had
8 weather stations, Group II had 6 weather station, and Group III included 4 weather
stations, as presented in Table 1, and then two methodologies were also used. The first
strategy involved training and testing all machine models in every single weather station
in each group. The second strategy was for each station in each group to take turns serving
as a validation station, testing the models trained by the other stations within the group.
Meteorological data from all of the weather stations in each group were used to build the
models. In the first strategy, taking into account that the performance of the model in a
single weather station could not be used to determine whether the model was superior,
these data were randomized and split into training (75%) and validation (25%) sets. The
t-test was used in both strategies to evaluate whether there were any significant variations
in how well the proposed models performed.

For each weather station, the daily average values of Tmax, Tmin, RH, Ra, Rs, and
ET0 from 1960 to 2019 were available for this study. All weather stations were grouped
using these features via the K-means algorithm, a well-known clustering technique that
has the advantages of being quick and simple. K-means is one of the most commonly
used data clustering algorithms, and its wide application is well-known. Given K initial
centroids, the K-means algorithm aims to assign algorithms of the data points into K
clusters by minimizing the distance from each vector to the centroid of its cluster. Therefore,
it produced various clustering outcomes with various cluster numbers and initial centroid
values. Since choosing the K value is not an easy task, the best choice of K value was
determined using the silhouette coefficient. The value of the silhouette coefficient is
between −1 and 1: the closer to 1, the better the cohesion and separation. Figure 2
demonstrates that the study’s best option was the use of three clusters, with a silhouette
coefficient of 0.57. Table 1 displays the K-means algorithm’s output, which shows that
Eergunaqi, Tulihe, Xiaoergou, and Aershan belonged to Group III; Manzhouli, Hailaer,
Xinbaerhuyouqi, Xinbaerhuzuoqi, Zhalantun, and Suolun belonged to Group II; and the
others belonged to Group I.
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Figure 2. Number of clusters for K-means using the silhouette coefficient.

Before the training of the machine learning models, original meteorological data were
normalized as input variables ranging from 0 to 1 according to Equation (13) to avoid
convergence problems.

xn =
xi − xmin

xmax − xmin
(13)

where xn and xi represent the moralized and raw training and testing data, respectively, and
xmax and xmin are the minimum and maximum of the training and testing data, respectively.

2.3. Model Performance and Assessment

Three commonly used statistical indicators—the determination coefficient (R2), root
mean square error (RMSE), and mean absolute error (MAE)—were used to assess and
compare the performance of the trained models for estimating ET0. The formulae are
as follows:

R2 =

 ∑N
i=1
(
Oi −O

)(
Pi − P

)√
∑N

i=1
(
Oi −O

)2
√

∑N
i=1 (Pi − P)2

2

(14)

RMSE =

√√√√ 1
N

N

∑
i=1

(Pi −Oi)
2 (15)

MAE =
1
N

N

∑
i=1
|Oi − Pi| (16)

where Oi is the ith observation (mm/d), Pi is the predicted value of the ith model (mm/d),
O is the average of the observed values Oi (mm/d), P is the average of the model-predicted
values Pi (mm/d), and N is the number of samples.

3. Results
3.1. Temperature-Based Models

The statistical results of the six machine learning models for estimating ET0 in the first
strategy are provided in Figure 3. According to Figure 3, the mean R2 of the H model was
higher than that of MH1 and MH2, and the RMSE and MAE were lower than those of MH1
and MH2 in the first and second groups. However, for the third group, the mean R2 of
MH2 was higher, and the RMSE and MAE were lower. Thus, the prediction accuracy of
TCN, LSTM, LGB, ANN, RF, and KNN, based on air temperature data, was compared with
H in the first and second groups, and with MH2 in the third group.
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tion coefficient (R2), (b) root mean square error (RMSE), and (c) mean absolute error (MAE). Note:
Values on the same line with different lowercase letters are significantly different at the 5% probability
level. The same is shown below.

Compared with the H model, the R2 of ANN and KNN was not significantly different,
but both the RMSE and MAE were lower than those of the H model in the first group.
Figure 3 also illustrates that the TCN, LSTN, LGB, and RF all performed similarly better
than the H model, with a significant increase in the mean R2 values ranging from 0.054 to
0.091, and a significant reduction in RMSE, 0.115–0.224 mm/d, and MAE, 0.39–0.208 mm/d,
respectively. In the second group, the ANN and KNN models performed as well as the
H model, while the LSTM, LGB, and RF models performed better than the H model, with
a decrease in MAE of 0.131, 0.126, and 0.106 mm/d, respectively. The mean R2 value
of the TCN was 0.920, which was 0.05 higher than that of H, and the MAE of the TCN
was 0.379 mm/d, which was 0.151 mm/d lower than that of H. For the third group, from
the general trend of R2, RMSE, and MAE, only the TCN model had a better performance
among all machine learning models, with an R2 of 0.935, RMSE of 0.433 mm/d, and MAE
of 0.277 mm/d. These results indicated that, in the three groups, the temperature-based
TCN model outperformed the empirical method in accuracy for predicting ET0.

The performance of the temperature-based models during the test period in the second
strategy is demonstrated in Figure 4. From the general trend of R2, RMSE, and MAE, in
the first group, compared with the H model, although the R2 and RMSE of the ANN, RF,
and KNN models did not differ from it, the MAE of the ANN, RF, and KNN models was
decreased by 0.120, 0.106, and 0.085 mm/d, respectively. Figure 4 also illustrates that the
TCN, LSTM, and LGB all performed similarly better than the H model, with a significant
increase in the mean R2 values ranging from 0.053 to 0.080, and a significant reduction
in RMSE, 0.100–0.197 mm/d, and MAE, 0.129–0.182 mm/d, respectively. In addition,
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compared with LSTM and LGB, TCN slightly increased in R2 and decreased in RMSE and
MAE. This result indicated that TCN has better prediction accuracy than LSTM and LGB.
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For the second group, the KNN model performed the worst, with the highest RMSE
and MAE and the lowest R2. The LGB, ANN, RF, and H model equations exhibited in-
termediate performances, and they were similar to each other. The LSTM model showed
comparable estimates of ET0 to the TCN model, with increases in R2 of 0.041 and 0.043, de-
creases in RMSE of 0.124 and 0.130 mm/d, and reductions in MAE of 0.138 and 0.140 mm/d
compared with the H model. This result indicates that the LSTM showed the highest per-
formance among the six machine learning models, based on the fact that LSTM showed
the highest R2 and the lowest MAE and RMSE. For the third group, all machine learning
models showed roughly equivalent estimates of ET0, but numerically, the TCN and LSTM
exhibited increases in R2 of 0.031 and 0.034, decreases in RMSE of 0.082 and 0.090 mm/d,
and reductions in MAE of 0.031 and 0.030 mm/d, respectively, when compared with the
MH2 model. As can be seen from the above results, in cases where the temperature-based
machine learning models had the same performance, the TCN was chosen given its better
overall performance in this investigation.

3.2. Radiation-Based Models

As shown in Figure 5, the R models performed the best in the first group and the
second group (with an R2 of 0.839, RMSE of 0.801 mm/d, and MAE of 0.561 mm/d
for the first group, and an R2 of 0.880, RMSE of 0.702 mm/d and MAE of 0.461 mm/d
for the second group, respectively) while the P model performed slightly better in the
third group (with an R2 of 0.895, RRMSE of 0.542 mm/d, and MAE of 0.352). Thus, the
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prediction accuracies of TCN, LSTM, LGB, ANN, RF, and KNN, based on air temperature
and radiation data, were compared with R in the first group and the second group, and
with P in the third group.

Water 2022, 14, x FOR PEER REVIEW 11 of 20 
 

 

showed the highest R2 and the lowest MAE and RMSE. For the third group, all machine 
learning models showed roughly equivalent estimates of ET0, but numerically, the TCN 
and LSTM exhibited increases in R2 of 0.031 and 0.034, decreases in RMSE of 0.082 and 
0.090 mm/d, and reductions in MAE of 0.031 and 0.030 mm/d, respectively, when com-
pared with the MH2 model. As can be seen from the above results, in cases where the 
temperature-based machine learning models had the same performance, the TCN was 
chosen given its better overall performance in this investigation. 

3.2. Radiation-Based Models 
As shown in Figure 5, the R models performed the best in the first group and the 

second group (with an R2 of 0.839, RMSE of 0.801 mm/d, and MAE of 0.561 mm/d for the 
first group, and an R2 of 0.880, RMSE of 0.702 mm/d and MAE of 0.461 mm/d for the sec-
ond group, respectively) while the P model performed slightly better in the third group 
(with an R2 of 0.895, RRMSE of 0.542 mm/d, and MAE of 0.352). Thus, the prediction ac-
curacies of TCN, LSTM, LGB, ANN, RF, and KNN, based on air temperature and radiation 
data, were compared with R in the first group and the second group, and with P in the 
third group.  

G
RO

U
P 

Ⅰ 

   

G
RO

U
P 

Ⅱ 

   

G
RO

U
P 

Ⅲ
 

   
Figure 5. The performance of the radiation-based models during the first strategy: (a) determina-
tion coefficient (R2), (b) root mean square error (RMSE), and (c) mean absolute error (MAE). 

Figure 5 shows that, in the first group, the R2 of the KNN and R models did not differ 
significantly, but the RMSE and MAE of KNN were lower than those of the R model. Fig-
ure 5 also illustrates that the TCN, LSTM, LGB, ANN, and RF all performed similarly 
better than the H model, with a significant increase in the mean R2 values ranging from 
0.043 to 0.100, and a significant reduction in RMSE, 0.166–0.303 mm/d, and MAE, 0.118–
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coefficient (R2), (b) root mean square error (RMSE), and (c) mean absolute error (MAE).

Figure 5 shows that, in the first group, the R2 of the KNN and R models did not
differ significantly, but the RMSE and MAE of KNN were lower than those of the R
model. Figure 5 also illustrates that the TCN, LSTM, LGB, ANN, and RF all performed
similarly better than the H model, with a significant increase in the mean R2 values ranging
from 0.043 to 0.100, and a significant reduction in RMSE, 0.166–0.303 mm/d, and MAE,
0.118–0.214 mm/d, respectively. Additionally, TCN significantly outperformed ANN and
slightly outperformed LSTM, LGB, and RF in terms of R2, as well as RMSE and MAE. It
is clear, then, that the TCN model showed the highest R2 and lowest RMSE and MAE in
the first group, as compared to other models. Similarly, the R2, RMSE, and MAE of the
ANN, KNN, and R models did not differ significantly in the second group. Although
the R2 and RMSE of the LSTM, LGB, RF, and R models did not differ significantly, the
MAE was lower in the R model, indicating that the performance of the LSTM, LGB, and RF
models was slightly better than that of the R model. Furthermore, the TCN model predicted
ET0 with a higher R2 and a lower MAE than the R model, making it better than the R
model in predicting ET0 based on radiation datasets. As for the third group, TCN, LSTM,
LGB, ANN, RF, and KNN performed better than the P model according to the significant
increase in the mean R2 values ranging from 0.045 to 0.074, and a significant reduction in
RMSE, 0.158–0.244 mm/d, and MAE, 0.127–0.168 mm/d, respectively. According to these
results, radiation-based machine learning models significantly outperformed radiation-
based empirical models. Furthermore, compared with other machine learning models,
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TCN slightly increased in terms of R2 and decreased in terms of RMSE and MAE, indicating
that the prediction accuracy of TCN presented the best results among the other machine
learning models. Overall, in the first strategy, the TCN model showed better results in
predicting ET0 based on radiation datasets.

As seen from Figure 6, the ET0 values predicted using the radiation-based machine
learning models were closer to the ET0 values computed using the FAO-56 PM equation,
demonstrating the satisfactory prediction accuracy of the proposed machine learning
models. In particular, the TCN (with an R2 of 0.925, RMSE of 0.546 mm/d, and MAE of
0.385) performed comparably better than other machine learning models when calculating
ET0. This demonstrated the TCN model’s excellent potential for ET0 prediction in the first
group. For the second group, there was no discernible difference between the ANN and R
models at the 0.05 probability level regarding the accuracy of calculating ET0 making use
of radiation data, but the MAE of the ANN model was numerically greater than that of the
R model. Figure 6 also illustrates that the TCN, LSTM, LGB, and RF models all performed
similarly better than the R model, with a significant increase in the mean R2 values ranging
from 0.049 to 0.068, and a significant reduction in RMSE, 0.127–0.239 mm/d, and MAE,
0.096–0.163 mm/d, respectively. Furthermore, the TCN model had the highest R2 (0.948),
lowest RMSE (0.463 mm/d), and lowest MAE (0.298 mm/d), indicating that it was more
accurate than LSTM, LGB, and RF in predicting ET0 in the second group. As for the third
group, the ET0 values predicted by ANN, KNN, LGB, and RF were closer to those of the
P model, demonstrating that these machine learning models have the same performance
as empirical models in predicting ET0. The TCN and LSTM models were more accurate
than the other machine learning and empirical models, according to R2, RMSE, and MAE
performance criteria. Additionally, the LSTM model achieved the highest R2 (0.954), lowest
RMSE (0.353 mm/d), and lowest MAE (0.239 mm/d). From the above results, it can be
concluded that LSTM performed slightly better than TCN, LGB, and RF, and much better
than the empirical models under the input combination of Tmax, Tmin, and Ra in the third
group. In general, considering the overall prediction accuracy of the machine learning
models under the combinations based on temperature and radiation data, the TCN model
showed better results in terms of stability in the second strategy.

3.3. Humidity-Based Models

The mean R2, RMSE, and MAE of humidity-based machine learning and empirical
models is summarized in Figure 7. According to Figure 7, the ROM model (with an R2 of
0.839, RMSE of 0.801 mm/d, and MAE of 0.561 mm/d) performed better than the S model
in both strategies. Thus, the prediction accuracy of TCN, LSTM, LGB, ANN, RF, and KNN
models, based on air temperature and humidity features, was compared with that of the
ROM model.

For the first strategy, the R2 of the ROM was significantly lower than that of the
machine learning models, and the RMSE and MAE of the ROM model were substantially
higher than that of machine learning models, demonstrating that the machine learning
models based on temperature and humidity data outperformed the empirical formulas.
Furthermore, the R2 of TCN was slightly higher than that of other machine learning
models, and the RMSE and MAE of TCN were slightly lower than those of other machine
learning models, indicating that the performance of TCN was slightly better than the other
machine learning models. In conclusion, all six of the machine learning models could
outperform empirical equations in terms of accuracy, and the humidity-based TCN model
outperformed the others.
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For the second strategy (Figure 8), the R2 of the ROM model was significantly lower
than that of machine learning models, and the RMSE and MAE of the ROM model were
substantially higher than those of machine learning models, demonstrating that when it
came to calculating ET0 outside of their training region, the machine learning models were
well-trained and, based on humidity data, performed better than the empirical equations. In
addition, the R2 of TCN (Group I and Group II) and LSTM (Group III) was slightly higher
than that of the other machine learning models, and the RMSE and MAE of TCN (Group I
and Group II) and LSTM (Group III) were slightly lower than those of other machine learning
models, indicating that the performance of TCN (Group I and Group II) and LSTM (Group III)
was slightly better than that of the other machine learning models. In conclusion, all six of
the proposed machine learning models could outperform empirical equations in terms of
accuracy, and the humidity-based TCN model outperformed the others in the first and second
groups, while the humidity-based LSTM model outperformed the others in the third group.
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4. Discussion
4.1. Performance of Temperature-Based Models

The Hargreaves method (H) was first proposed by Hargreaves and Samani for the
estimation of ET0, and is commonly utilized around the world, as it only requires air
temperature data as input and has a high accuracy [8]. Since the R2, RMSE, and MAE
values of the ANN and KNN models were almost identical to those of the empirical models
in all groups, we found that they had no effect on the accuracy of calculating ET0 in this
investigation. The reason for this result might be that the layers of the ANN model were
not too deep and the KNN model was relatively simple and did not require parameter
estimation, resulting in a weak ability to capture nonlinear interactions between the weather
and ET0, while Antonopoulos and Antonopoulos found that the temperature-based ANN
has a larger R2 and lower MAE, outperforming the H equation [4]. Feng and Cui also
reported that the ANN model outperforms the MH method [51]. There are two reasons
for this opposite result. First, in general, lower values of MAE and RMSE or a higher
R2 score cannot indicate a prediction closer to the actual value unless the low or high
value is significantly smaller or larger, respectively. Second, there were significant regional
differences in how well machine learning models predicted outcomes [27]. The prediction
accuracy of TCN was noticeably superior to that of H or MH, despite the fact that LSTM,
LGB, and RF did not perform noticeably better than H or MH in any group. Similarly, Chen
et al., who stated that TCN presents the most accurate results based on air temperature
data among six machine learning models, also came to the same conclusion [27].

Previous studies have mostly used data from the same station for training and testing
models; we are thus unaware of their performance outside the research region. Some
researchers have found a solution to this issue by grouping the meteorological data from
every station, using this data set to build the training model, then testing each station
independently [52]. In this study, all weather stations were located in Inner Mongolia in
Northern China and were clustered into three groups using the K-means algorithm, and
then, we tested the model developed by other stations in each group using one station
within the groups. The meteorological data from each weather station were solely used for
training or testing in this way. As a result, it was possible to acquire the model performance
beyond the training weather station. In the three groups, the temperature-based TCN
model outperformed the empirical method in terms of accuracy in predicting ET0.

4.2. Performance of Radiation-Based Models

Radiation-based empirical equations can obtain better ET0 estimation performance.
According to several studies, temperature and radiation can account for approximately 80%
of the fluctuation in ET0 [53]. In this research, three widely used empirical methods based
on temperature and radiation data, namely, Makkink, Ritchie, and Priestley–Taylor, were
selected for comparison with machine learning models [51]. The results showed that, under
the combinations of temperature and radiation characteristics, all machine learning models
were greatly outperformed by radiation-based empirical equations. Many studies have
taken an interest in using machine learning models such as ANN, RF, and SVM to predict
ET0 in recent years, with restricted meteorological features, and it has been discovered
that their performance is superior to that of empirical equations [5,13]. Deep learning
models, however, have been infrequently used to estimate ET0. Numerous research has
demonstrated the superior performance of TCN, LSTM, and ANN in sequence problems.
As a result, in this work, we modeled daily ET0 utilizing radiation data through these
three deep learning models. According to the results, when radiation characteristics were
provided, the RMSE and MAE of TCN were lower than those of KNN and ANN in Group I
and slightly lower than those of the other machine learning models in general. This result
might be due to the reasonable internal structure of TCN, which is more suited than other
models to capturing the nonlinear interactions between weather and ET0.

In the second strategy, which involved training and testing the models in different
weather stations, radiation-based machine learning models estimated ET0 with a signif-
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icantly higher accuracy than empirical equations. This conclusion showed that, outside
of the training set of weather stations, machine learning models based on radiation data
outperform empirical models. It is noteworthy that in the second strategy, the TCN and
LSTM outperform the other machine learning machine models.

4.3. Performance of Humidity-Based Models

The humidity-based ROM equation’s RMSE and MAE were lower in this investigation
than those of the S equation, showing that ROM performed better than the S model overall.
It is noteworthy that the ROM model’s performance was only marginally superior to that
of the H and MH, while adding humidity data did not improve the prediction accuracy
of the S model in estimating ET0, but further worsened its prediction performance. In
contrast to the temperature-based equation, the empirical formula based on temperature
and humidity data does not employ extraterrestrial radiation as an input, which might
be the cause of this outcome. However, when RH was added as the input variable of
the machine learning models, the estimation accuracy of ET0 was significantly improved
compared to the temperature-based machine learning models. It is reasonable to give a
machine learning model more features to generally improve its accuracy in predicting ET0.

All humidity-based machine learning models achieved a much greater accuracy in
evaluating ET0 than humidity-based empirical models, similar to the results of the radiation-
based machine learning models. It has been proven that the performance of the proposed
machine learning models was also noticeably better than that of traditional methods
at given temperatures and RH characteristics. It is worth noting that the TCN model
outperformed all other proposed humidity-based machine learning models, having the
highest R2, the lowest RMSE, and the lowest MAE. The causal and dilated convolutional
layers of the TCN model’s internal structure, which have the ability to “remember” previous
information, might be the cause of its superior performance.

In the second strategy, the proposed machine learning models all outperformed the
empirical equations, which further proved that when predicting ET0 using humidity factors
beyond the training region, applicable machine learning models can achieve a much greater
level of accuracy. The findings demonstrated that, when the inputs of machine learning
include humidity features, according to RMSE and MAE performance criteria, the TCN
model was more accurate than other machine learning models in Groups I and II, and the
LSTM model was more accurate than other machine learning models in Group III. It is
worth mentioning that, most importantly, the proposed humidity-based machine learning
model has a better performance, suggesting that, in the absence of local meteorological
data, the proposed machine learning model could be built using cross-station data with
similar meteorological characteristics to estimate the daily ET0 of the target station, which
has scarcely been reported in previous studies.

5. Conclusions

In this study, six machine learning models were proposed for daily ET0 estimation
under incomplete meteorological data in eastern Inner Mongolia, China. In addition, this
study adopted two strategies to evaluate the ET0 prediction performance of the proposed
machine learning models: (1) we trained and tested the proposed model separately in
every single weather station, and (2), according to the average climate characteristics
of eastern Inner Mongolia meteorological stations, they were divided into three groups
using the K-means method. Then, each station in each group took turns serving as a
validation station, testing the models trained by the other stations within the group. The
results demonstrated that (1) in the three groups, the temperature-based TCN model
outperformed the empirical method in the accuracy of predicting ET0 in the first strategy,
and in the second strategy, temperature-based TCN, LSTM, and LGB models performed
significantly or slightly better than the empirical method; (2) in both strategies, all radiation-
based machine learning models provided more accurate results than the empirical methods,
particularly the TCN model; and (3) in both strategies, all humidity-based machine learning
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models provided more accurate results than the empirical methods, particularly the TCN
model. Most importantly, when only temperature characteristics were available, only the
TCN model had an overall greater prediction accuracy than the empirical method based on
the calibration temperature in both local and external areas. However, when the radiation
or humidity characteristics were added to the given temperature characteristics, all the
proposed machine learning models could estimate ET0, and their accuracy was higher
than that of the calibrated empirical equations external to the training study area, which
makes it possible to develop an ET0 estimation model for cross-station data with similar
meteorological characteristics to obtain a satisfactory ET0 estimation for the target station.
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