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Abstract: The accuracy of discharge measurements derived from surface velocities are highly de-
pendent on the accuracy of conversions from surface velocity us to depth-averaged velocity U. This
conversion factor is typically known as the ‘velocity coefficient’, ‘velocity index’, ‘calibration factor’,
‘alpha coefficient’, or simply ‘alpha’, where α = U/us. At some field sites detailed in situ mea-
surements can be made to calculate alpha, while in other situations (such as rapid response flood
measurements) alpha must be estimated. This paper provides a review of existing methods for esti-
mating alpha and presents a workflow for selecting the appropriate method, based on available data.
Approaches to estimating alpha include: reference discharge and surface velocimetry measurements;
extrapolated ADCP velocity profiles; log law profiles; power law profiles; site characteristics; and
default assumed values. Additional methods for estimating alpha that require further development
or validation are also described. This paper then summarises methods for accounting for spatial and
temporal heterogeneity in alpha, such as ‘stage to alpha rating curves’, ‘site alpha vs. local alpha’,
and ‘the divided channel method’. Remaining challenges for the accurate estimation of alpha are
discussed, as well as future directions that will help to address these challenges. Although significant
work remains to improve the estimation of alpha (notably to address surface wind effects and velocity
dip), the methods covered in this paper could provide a substantial accuracy improvement over
selecting the ‘default value’ of 0.857 for alpha for every discharge measurement.

Keywords: surface velocimetry; alpha; velocity profiles; discharge; rating curve; flood flows; LSPIV;
STIV; ADCP

1. Introduction

Surface velocimetry methods have long existed for making river flow measure-
ments [1]. A wide range of equipment and techniques exist for measuring surface ve-
locities, such as timed floats [2], Surface Velocity Radar (SVR) [3,4], and surface image
velocimetry [5]. Surface image velocimetry provides the advantage of rapidly capturing
flow information at a site, with full coverage of a river cross section from a short video.
This is particularly useful during changing flow conditions [6,7] and when loop ratings
exist [8]. Surface image velocimetry can either use oblique imagery (recorded at an angle to
the water surface), or nadir (down-looking) imagery. Oblique imagery is typically recorded
with cameras mounted on riverbanks or bridges [6,7], while nadir imagery is typically
recorded from helicopters [9], drones [10], and aircraft [11]. Cameras usually operate in
the visible portion of the electromagnetic spectrum (i.e., RGB); however, progress has been
made with near infrared imagery for night operations [12] or by using thermal infrared
cameras [13–15]. Surface image velocimetry relies on the motion of tracers on the water
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surface. These tracers can either be natural properties of the flow, such as turbulent sur-
face features [11], thermal fluctuations [15], floating debris, and foam [7], or they can be
artificially introduced [16,17].

After recording imagery of the water surface (e.g., videos with a consistent time inter-
val between frames), the imagery is typically stabilised and orthorectified through the use
of Ground Control Points (GCPs) [18–20], then processed to obtain surface velocities. There
are many established algorithms for evaluating surface velocities, for example: Large Scale
Particle Image Velocimetry (LSPIV) [5,21,22]; Space Time Image Velocimetry (STIV) [23];
Particle Tracking Velocimetry (PTV) [24]; Surface Structure Image Velocimetry (SSIV) [25];
and Feature Tracking Velocimetry (FTV) [26]. There are also multiple existing software
packages and toolboxes for evaluating surface velocities, such as: Fudaa-LSPIV [22,27];
Hydro-STIV [28]; RIVeR [24]; RIVeR-STIV [29]; KLT-IV [30]; OpenRiverCam [31]; and
TRiVIA [32]. Once the surface velocities are calculated, they can be time-averaged and then
converted to depth-averaged velocities U, by multiplication with a number known as the
‘velocity coefficient’, ‘velocity index’, ‘calibration factor’, or ‘alpha’, where α = U/us and us
is the time-averaged surface velocity. Depth-averaged velocities are then combined with a
cross section of depth to obtain discharge. Only the component of depth-averaged velocity
that is normal to the cross section is used for the discharge calculations. The cross section of
depth is used to calculate ‘cross sectional area bins’, dAn, which correspond to each of the
depth-averaged velocities Un, with discharge calculated as Q = ∑N

n=1 Un ∗ dAn. Beyond
this brief introduction, practical information on how to apply surface velocimetry measure-
ment methods can be found in the references within this paper, such as [27,28,30,33–36].

A significant source of uncertainty for discharge estimates from surface velocity meth-
ods is the conversion from surface velocity to depth-averaged velocity (i.e., the estimation
of α). The standard value considered for α is 0.85 or 0.86 [1], which is derived from
velocity profiles that follow a 1/6th power law [37], resulting in an α value of 0.857 (to
three significant figures). This standard α value serves as an acceptable approximation
when no site-specific data are available and is generally applicable for many flow scenarios,
such as in wide rectangular channels, where the depth significantly exceeds the roughness
height. Alpha is typically computed as a single value for a whole cross section and is often
assumed to remain constant for different water levels. However, in practice, α exhibits
substantial natural variability due to factors such as variations in the site geometry, flow
conditions, the extent of flow (such as overbank flow on floodplains), and the influence
of wind on the water’s surface. Commonly reported ranges for α fall between 0.84 and
0.90 [38] and 0.7 to 0.9 [39]. Some extreme values exceeding 1.1 have also been reported,
which are attributed to irregular velocity profiles or wind effects [39]. In general, smaller
rivers with rough beds tend to exhibit lower α values, whereas artificial concrete channels
tend to have higher α values [40]. The variability in α can be reduced by carefully selecting
measurement sites, for example, avoiding locations with submerged vegetation [41], wake
effects (e.g., bridge piers), changing channel geometry (e.g., channel constrictions), and
strong winds [33].

Although α is a critical component of flow measurements using surface velocimetry,
there is a lack of published information on the best way to estimate this parameter. This
paper seeks to address this knowledge gap by detailing existing methods for estimating
α and summarising future research that is needed. Seven methods to estimate alpha are
provided, with the appropriate method depending on data availability.

2. Methods to Estimate α

2.1. Alpha—Default Value

The standard approach is to assume a constant alpha value of 0.85 or 0.86 [1]. This
alpha value is derived from the integration of a velocity profile following a 1/6th power
law, yielding a value of 0.857 [37]. It is employed as the ‘site’ alpha value and is applied
uniformly to all velocity profiles within a cross section. This method does not take into
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account any site-specific characteristics or flow physics and serves as a ‘default value’ when
no additional information is available.

In the case of deep, hydrodynamically smooth channels characterized by low relative
roughness, the default α value is suitable when no other data are available [4]. However, as
relative roughness increases, such as in shallow and rough bed flows, alpha departs from
the default value, resulting in larger errors [4].

2.2. Site Alpha from Reference Discharge and Discharge from Surface Velocimetry with αi = 1

The most direct way to determine a site-averaged α value is from the ratio of an accu-
rate reference discharge measurement QRe f to that calculated from surface velocimetry QS
using an initial α value of αi = 1 [42] (a similar method was developed by Le Coz et al. [6]
using near surface ADCP velocities).

α =
QRe f

QS,αi=1
(1)

This equation originates from the premise that the measured reference discharge
QRe f (e.g., from an ADCP) and discharge from surface velocimetry QS will be equal if an
appropriate site-averaged α value is selected:

QS =
N

∑
n=1

α ∗ us,n ∗ dAn = QRe f (2)

α
N

∑
n=1

1 ∗ us,n ∗ dAn = QRe f (3)

α =
QRe f

∑N
n=1 1 ∗ us,n ∗ dAn

=
QRe f

QS,αi=1
(4)

where there are N surface velocimetry sections, with indices from n = 1 to n = N, the
time-averaged surface velocity at section n is us,n, and the incremental cross-sectional area
of section n is dAn. The derivation makes use of the relationship that ∑N

n=1 1 ∗ us,n ∗ dAn
equals the discharge from surface velocimetry with an initial alpha value of 1 (αi = 1),
which can be easily and conveniently calculated using existing software tools.

QRe f will typically be measured with an ADCP using a moving-boat gauging or
section-by-section method (i.e., SxS Pro); however, it can also be obtained using any other
reliable contact discharge measurement method (e.g., current meters, Pressure Operated
Electronic Meter (POEM), dilution gauging). QS,αi=1 can be found using appropriate
surface velocimetry software (e.g., Fudaa-LSPIV or Hydro-STIV) by computing discharge
at the cross section with an initial alpha value of 1 (Figure 1).

This method offers several advantages as it directly measures surface velocities, elimi-
nating the need for extrapolation from in situ velocity measurements (e.g., from ADCPs),
which can have significant uncertainties near the surface due to their blanking distances. By
applying this approach repeatedly across various discharges (or stage levels), it allows for
the construction of a site-specific stage–alpha rating curve (see Section 3), enabling α to be
interpolated between and extrapolated beyond the range of reference measurements. This
enables a more accurate estimation of α for flood flow gauging, where in situ measurements
are not possible. This approach can also be applied at sites where surface velocities have
been obtained from SVR rather than surface image velocimetry.

A disadvantage of this method is that it only provides a single average alpha value
(i.e., site alpha) for a cross section, without any information on spatial variability in alpha
across the channel, let alone longitudinally in the streamwise direction. However, this
‘disadvantage’ does make the method practical and easy to use. If the reference discharge
can be partitioned, it is also possible to use this method to calculate α for different parts of
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the channel (see Section 5), which may be useful if there is flood plain flow where α varies
significantly from the main channel.

Figure 1. Discharge from surface image velocimetry in Hydro-STIV, with an initial alpha value of
αi = 1, to obtain QS,αi=1 (Hurunui River, New Zealand). Green boxes show αi = 1 ‘Calibration Factor’
and the ‘Total Discharge’ obtained with this alpha QS,αi=1.

Finally, the accuracy of this method is also dependent on the accuracy of the reference
discharge measurement QRe f . If accurate surface velocities are measured, then it may also
be possible to exploit this information to improve the accuracy of QRe f . For example, if an
ADCP is being used for the reference discharge measurement, then the surface velocities
that are directly measured can be used for extrapolation of the ADCP data to the water’s
surface. This is easier to implement if the ADCP measurements were conducted in sections
(i.e., SxS Pro), with surface velocities sampled at the same spatial locations as each of the
ADCP velocity profiles.

2.3. Site Alpha from Extrapolated Velocity Profiles

Site-averaged alpha can also be estimated from ADCP or current meter velocity
profiles [33,39]. For ADCP data, this is easily achieved by velocity profile extrapolation
in the software QRev, with data displayed as normalised elevation (i.e., z/H) on the y
axis and normalised velocity (i.e., u/U) on the x axis (Figure 2). User judgement is then
needed to choose an extrapolation to the bed and to the surface that best fits the data (for
example, a power law). The value of normalised velocity where the extrapolation intersects
the surface (i.e., green crosses in Figure 2) is then used to calculate alpha. Site-averaged
alpha is obtained as α = 1

Normalized velocity at surface = U
us

[39]. In QRev, the ‘subsection’
can also be set to only use data from the central part of the channel. In QRevInt (i.e., the
international version of QRev), it is also possible to compute discharge-weighted average
velocity profiles [43], providing a better alternative than using ‘subsections’.

While this method proves convenient and practical for field hydrologists, it does come
with the drawback of uncertainties when extrapolating to the water’s surface. Considerable
velocity disparities may arise between the measured ADCP data and the actual water
surface due to factors such as wind or secondary currents, as well as the suppression of
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eddies/mixing by the water surface, which could make the extrapolation subjective. In
QRevInt, the average velocity used for normalisation does not currently include extrap-
olated areas and thus is not exactly equal to U. This can introduce uncertainties into the
estimates of α, notably when extrapolation areas are large. Future versions of QRevInt are
expected to show α directly.

Figure 2. Estimating alpha in QRev from ADCP velocity profile extrapolation with power law
extrapolation to the surface (left) and constant velocity extrapolation (right). The green X shows the
normalized velocity indicated by the extrapolation, with alpha being the reciprocal of the normalised
surface velocity. Data from the Hurunui River in New Zealand.

For practicality, this method combines all ADCP data into one velocity profile. This
enables this method to be applied even when data are collected from a moving-boat
ADCP gauging, since turbulent instantaneous velocities are combined into a time- and
space-averaged (i.e., cross-section-averaged) velocity profile. If ADCP data are collected in
sections, then it is also possible to generate individual velocity profiles and alpha coefficients
for each section. This will better represent the variability in alpha across the cross section
for the measured flow but may not improve accuracy outside of these flow conditions,
since local alpha values will vary with local hydraulic conditions.

2.4. Alpha from Log Law Profiles—Extending from Bed to Surface
2.4.1. Alpha from Log Law Profiles—Theory and Derivations

Accurate estimates of α values are also crucial for sites where calibration data are
unavailable or during extreme conditions, such as floods, when other measurements are
not practical or viable due to safety concerns. Any α estimates rely on inherent assumptions
about the shape of velocity profiles. Following Smart and Biggs [37] and assuming no
flow acceleration, secondary currents, or surface wind drag, it is possible to approximate a
logarithmic velocity profile [44] extending from the riverbed to the water’s surface.

As shown by Le Coz et al. [6]; Welber et al. [4]; Fujita [40]; and Smart and Biggs [37], α
can be estimated from the log law roughness length scale Z0 as follows:

u
u∗

=
1
κ

ln
(

z
Z0

)
u = 0 at z = Z0 (roughness scale) (5)

us =
u∗
κ

ln
(

H
Z0

)
mean surface velocity us at z = H (6)
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U =
1

H − Z0

∫ z=H

z=Z0

u∗
κ

ln
(

z
Z0

)
dz depth average Equation (5) from z = Z0 to z = H (7)

U =
u∗
κ

(
H

H − Z0
ln
(

H
Z0

)
− 1
)

evaluate Equation (7) (8)

α =
U
us

=
H

H − Z0
− 1

ln
(

H
Z0

) Equation (8)/Equation (6) (9)

with time-averaged streamwise velocity u at an elevation z above the log profile zero
plane, depth-averaged velocity U, friction velocity u∗, Von Kármán constant κ (Von Kármán
constant is typically taken as ~0.4; however, debate is ongoing as to its exact value, with
recent research indicating a value of ~0.405 [45]), log law roughness scale Z0, and flow
depth H above the log law origin.

While theoretically valid, Equation (9) is not practical to use, since Z0 cannot be reliably
estimated (Z0 incorporates both the bed roughness and the overlying flow conditions), but
is typically obtained by log law fits to measured velocity profiles. For low relative roughness
where H � Z0 and assuming u∗ =

√
gHS (i.e., uniform, turbulent 2D open-channel flow),

Equation (9) can be improved to remove Z0 [37,42]:

U
us

=
H

H − Z0
− u∗

κus
substitute in

1

ln
(

H
Z0

) =
u∗
κus

from Equation (6) (10)

U
us

= 1− u∗
κus

for cases where H � Z0 (11)

α =
U
us

= 1−
√

gHS
κus

assuming u∗ =
√

gHS substitute into Equation (11) (12)

where g is gravitational acceleration, S is the energy slope (assumed to be parallel to the
free-surface slope and parallel to the bed slope for steady uniform flows) with S = sin(θs),
where θs is water surface angle.

Typically H � Z0; however, for shallower flows with high relative roughness, an
expression can also be found for Z0 [42]:

usκ

u∗
= ln

(
H
Z0

)
rearrange Equation (6) (13)

e(
usκ
u∗ ) =

H
Z0

rearrange Equation (13) (14)

Z0 =
H

e(
usκ
u∗ )

rearrange Equation (14) (15)

This expression for Z0 can then be used to improve Equation (12) and estimate α for
shallower flows with high relative roughness [42]:

U
us

=
H

H − H
e(

usκ
u∗ )

− u∗
κus

substitute Equation (14) into Equation (10) (16)

U
us

=
1

1− e−(
usκ
u∗ )
− u∗

κus
simplify Equation (16) (17)

α =
U
us

=
1

1− e
−( usκ√

gHS
)
−
√

gHS
κus

assuming u∗ =
√

gHS substitute into Equation (17) (18)
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If a log law profile is appropriate, Equation (18) provides a practical way to estimate α,
since H, us and S can all be measured directly.

An advantage of Equation (18) is that all of the input parameters can be obtained from
remote sensing data, enabling estimation of alpha for channels and flows where contact
measurements are not possible. For example, us is obtained directly from measured surface
velocities (see Section 2.4.2 below) and S can be estimated from surveys of the channel
waters edge (or existing topographic maps). Depth is the most challenging parameter to
remotely sense; however, there are a wide range of possible methods [34], such as through
water imagery corrected for surface refraction [46]; turbulence metrics [10,47,48]; colour
(i.e., spectral attenuation and scattering of light with depth) [49–51]; surface wave analy-
sis [49,52]; Ground Penetrating Radar (GPR) [53,54]; and bathymetric LiDAR [49,55,56].
Although these methods are promising, they are not yet routinely used for operational
hydrometry. Some of these methods are also not feasible for highly turbid flood waters
(i.e., through water imagery, bathymetry from colour, and bathymetric LiDAR). This is
an important limitation if bathymetry and surface velocities need to be measured concur-
rently (i.e., flood discharge gauging at unstable cross sections where geomorphic change
is occurring).

A downside of Equation (18) is that it assumes that a logarithmic profile adequately
approximates the velocity distribution from the bed to the water surface. However, this
can deviate from reality, particularly as relative roughness increases, and further work on
compound velocity profiles is needed.

2.4.2. Alpha from Log Law Profiles—Practical Implementation

To practically estimate site-averaged α from log law velocity profiles using Equation (12)
or Equation (18), site-averaged parameters are needed [42]. The cross-sectional mean depth
H is found as:

H =
A
b

(19)

with cross-sectional area A and cross-sectional width b (i.e., water surface width).
Next, a cross-section-averaged surface velocity is required. However, it is essential to

exercise caution when estimating us for an entire cross section as opposed to a single vertical
us,n. Calculating the ‘average’ surface velocity using software such as Hydro-STIV involves
computing the arithmetic mean of the surface velocity sections (i.e., 1

N ∑N
n=1 us,n), which

assigns equal weight to each surface velocity measurement. This approach is problematic
as it does not consider variations in the channel’s cross-sectional area (for example, higher
flow in the centre of the channel where it is deeper and faster) and treats near-bank surface
velocities with the same significance. To address this issue, it is advisable to calculate an
area-weighted cross-section-averaged surface velocity:

us =
1
A

N

∑
n=1

us,n ∗ dAn (20)

where us,n is the time-averaged surface velocity in section n, and dAn is the area of section n.
This equation can then be simplified further for practical implementation, since the

summation of area-weighted surface velocity ∑N
n=1 us,n ∗ dAn is simply the discharge with

an initial alpha value of αi = 1, which is QS,αi=1:

QS,αi=1 =
N

∑
n=1

1∗us,n ∗ dAn (21)

Using software such as Hydro-STIV of Fudaa-LSPIV and setting αi = 1 it is straight
forward to evaluate QS,αi=1 (see Section 2.2 and Figure 1). Thus, us becomes:

us =
QS,αi=1

A
(22)
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For channels where H � Z0, Equation (22) can be substituted into Equation (12)
to obtain:

α = 1−
A
√

gHS
κQS,αi=1

(23)

For channels with shallower flows, a log law profile, and higher relative roughness,
Equation (22) can be substituted into Equation (18) to obtain:

α =
1

1− e
−(

QS,αi=1κ

A
√

gHS
)

−
A
√

gHS
κQS,αi=1

(24)

These equations provide a practical way to estimate α from only remote sensing data
and existing surface image velocimetry software packages.

Finally, an alternative implementation method is to compute ‘local’ α values from
Equation (18) at multiple verticals across the cross section (with corresponding local us
and H values). If each local alpha value corresponds to a ‘section’ of the channel, then
site-averaged alpha can be found as the discharge weighted average of the ‘local’ α values
for all the sections across the channel.

2.4.3. Alpha from Log Law Profiles—Limitations

This approach relies on the approximation that a logarithmic velocity profile extends
from the riverbed to the water surface. In reality, a linear region is typically found near
the riverbed for rough beds [57–59], and the turbulent outer region typically presents a
velocity dip near the surface that can be represented by Coles wake law and Coles wake
parameter [60–62]. Progress has been made on the inclusion of a linear near-bed region for
estimating α for shallow flows [59]; however, this work relies on knowledge of Z0, making
it impractical for implementation to estimate alpha from data for which Z0 is not known.
At very high relative roughness, there may be no log region present, and the velocity profile
may be better described by a linear region from the bed to the water’s surface; in this
case, α = 0.5 [59]. Further work on compound profiles and how to practically estimate α is
needed. Significant limitations also exist around the assumption of uniform, turbulent 2D
open-channel flow (i.e., u∗ =

√
gHS), since this is not valid for sites where flow is 3D [63].

2.5. Alpha from Power Law Profiles—Extending from Bed to Surface
2.5.1. Alpha from Power Law Profiles—Theory and Derivations

Velocity profiles can also be parameterised by a power law, with α estimated from
the power law exponent [4,37,40,64]. Similar to the use of logarithmic velocity profiles in
Section 2.4, the velocity profile is approximated as extending from the bed to the surface.
The derivation, following Smart and Biggs [37] is as follows:

u
u∗

= a
( z

d

)M
with roughness scale d and power law exponent M (25)

us = au∗

(
H
d

)M
us is time-averaged surface velocity at z = H (26)

U =
au∗

(M + 1)

(
H
d

)M
average Equation (26) from z = 0 to H (27)

α =
U
us

=
1

M + 1
Equation (27)/Equation (26) (28)
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Caution should be applied when using Equation (28) because power laws are also
routinely expressed in the following form:

u
u∗

= a
( z

d

) 1
m where

1
m

is the power law exponent (29)

Using the form of the power law from Equation (29) yields the following α equation:

α =
1

M + 1
=

1
1
m + 1

=
m

m + 1
(30)

Power law exponents expressed as 1
m are used by Welber et al. [4], Johnson and

Cowen [64], Fujita [40], and others. Equivalent results are obtained when using M or 1
m

with the appropriate form of Equation (30). The power law ‘exponent’ in QRev is provided
as M, which corresponds to the equation α = 1

M+1 .

2.5.2. Alpha from Power Law Profiles—Practical Implementation

Power law exponents can be easily found in QRev (e.g., Biggs et al. [42]), similar to the
method used in Section 2.3. First, the ADCP measurement is loaded in QRev, then navigate
to ‘Extrapolation’ then ‘Velocity’ and specify the subsection as 20% to 80% (Figure 3),
focusing on data from the central part of the channel while avoiding the near-bank regions.
The data will be presented with normalized elevation (z/H) on the y-axis and normalized
velocity (u/U) on the x-axis. Next, opt for the ‘power’ extrapolation for both the ‘top’ and
‘bottom’ sections of the ADCP data. The power law is then automatically (or manually)
fitted to the data. This provides the power law exponent M (Figure 3), which can be used
to estimate alpha using the equation α = 1

M+1 . In QRevInt (i.e., the international version of
QRev) discharge-weighted average velocity profiles can be used [43], providing a better
alternative than using ‘subsections’.

2.5.3. Alpha from Power Law Profiles—Limitations

While this method proves convenient and valuable at most gauging sites, it shares
similar limitations to the use of logarithmic velocity profiles (see Section 2.4). This is
because it assumes that the vertical distribution of velocities adheres to a well-defined
equation from the riverbed to the water surface. This can result in poor representation of
near-bed and near-surface regions (i.e., linear near-bed region and surface velocity dip).

Large errors can also be introduced if power law or log law profiles are used at
sites where flow is highly non-uniform and/or three-dimensional, for example, sites with
surface wind, bridge piers, wakes, accelerating flows, secondary currents, bars, debris, and
other sources of flow resistance in the water column, such as aquatic vegetation [41,65] or
submerged riparian vegetation (Figure 4). For sites with these characteristics, the use of log
law or power law velocity profiles is inappropriate.

2.6. Alpha Estimation from Site Characteristics

Alpha can also be estimated from site characteristics based on visual assessment and
comparison with similar sites. While this method is subjective, it is likely to provide
greater accuracy than relying on a default value of α = 0.857 (Section 2.1). There is some
variability in the guidance provided for estimating α, with the opinions of selected experts
provided below:

Turnipseed and Sauer [38] suggest choosing α values ranging between 0.84 and 0.90.
Lower values are recommended for irregular rough streambeds, while higher values are
suitable for smoother beds, such as concrete-lined channels.

Hauet et al. [39] conducted an analysis of data from 3611 gaugings across 176 sites
and observed that α generally increases with depth. However, they did not find a clear
relationship between α and bed roughness or relative roughness. They provided the
following general recommendations:
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• Natural rivers: ‘For water depth less than 2 m: consider using α = 0.8 with an uncer-
tainty of about ±15% at 90% confidence level. For greater water depth, consider using
α = 0.9 with an uncertainty of about ±15% at 90% confidence level.’

• Artificial concrete channels: ‘Consider using α = 0.9 with an uncertainty of about
±15% at 90% confidence level.’

Le Coz et al. [66] and Fujita [40] recommend using a default α value of 0.85 for
reasonably uniform flows. Alternatively, they suggest selecting α based on site roughness
and an estimation of the likely power law exponent (Table 1).

Table 1. Estimating α from site roughness and the anticipated power law profile exponent [40,42,66],
with the power law exponent denoted as 1/m or M.

Normal Smooth Rough Very Rough Extreme Cases

m 6–7 10 4 2–3
M 0.143–0.167 0.1 0.25 0.333–0.5
α 0.86–0.87 0.91 0.8 0.67–0.75 0.6–1.2

Figure 3. Power law velocity profile in QRev (Rangitata River, New Zealand).
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Figure 4. Example of a flooded river site, where obstacles such as trees and bridge piers increase flow
resistance within the water column, resulting in irregular velocity profiles. For such a site, methods
that assume a specific underlying velocity profile shape are not appropriate for estimating alpha.
Instead, alpha must be calculated from in situ measurement data (see Sections 2.2 and 2.3).

Hauet et al. [39] and Welber et al. [4] investigated the feasibility of predicting α based
on relative roughness, defined in terms of d50 and depth, but did not establish a clear
relationship. However, Smart [67] identified a general relationship between α and relative
roughness or relative depth, defined in terms of depth and d84, using the Hicks and
Mason [68] dataset encompassing over 100 New Zealand rivers. While the data presented
by Smart [67] exhibited significant variability, distinct trends emerged, which may be useful
for estimating alpha in shallow rivers with rough beds (Table 2). The difference in results
between Smart [67], Hauet et al. [39], and Welber et al. [4] may be explained by Smart [67],
including slope, since U was normalised by u∗ in his analysis.

Table 2. Smart [67] provided data on relative depth, power law exponent M, and alpha. These data
were derived from an analysis of 100+ New Zealand rivers using the Hicks and Mason [68] dataset,
with alpha calculated as 1/(M + 1).

H/d84 m M α

>30 6.25 0.16 0.86
10–30 5.26 0.19 0.84
2–10 1.72 0.58 0.63
<2 0.63 1.59 0.37

Although these approaches are not perfect substitutes for gathering data directly at the
gauging site for alpha calculation, they are likely to offer a better estimate of α than opting
for the default value of α = 0.857 (Section 2.1). Finally, caution should be applied when
estimating alpha from site characteristics and relative roughness, since river morphology
and larger-scale bedforms can also influence relative roughness and alpha.

2.7. Alpha—Additional Methods
2.7.1. Alpha from Shape Factor

Another method for remotely estimating alpha was developed by Johnson and
Cowen [64] based on the ‘shape factor’ HSF. This method assumes a power law velocity
profile, then finds the power law exponent m [64,69] from the following:

m =
2

HSF − 1
(31)
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The shape factor is then found from:

HSF =
(

1− G
√

C f /2
)−1

(32)

where G is the ‘Clauser shape parameter’, and C f is the skin friction co-efficient [64,70].
The data from Johnson and Cowen [64] indicate that G = 5.73 can be used for gravel beds
and G = 4.8 can be used for smoother beds.

Finally, the skin friction co-efficient can be obtained from:

C f =
τw

0.5ρu2
∞

(33)

where τw is bed shear stress, ρ is water density, and u∞ is the boundary layer freestream
velocity, which is taken to be the surface velocity in open-channel flow u∞ ≈ us [64,71].

Bed shear stress can be estimated from turbulence dissipation [72], or from depth and
slope, using the standard relationship τw = ρgHS f , where g is gravitational acceleration,
H is flow depth, and S f is friction slope. As discussed in Section 2.4, there are a range
of methods for remotely sensing depth; however, additional measurements of slope are
required (similar to estimating alpha from log law profiles).

Following estimation of the power law exponent m using Equations (31)–(33), alpha
can be obtained using Equation (30) from Section 2.5:

U
us

= α =
m

m + 1
(34)

This method has promise; however, it does introduce additional parameters that need
to be resolved, and additional experiments are needed to verify the value of G for a range of
relative roughness values [64]. It is also unclear how relative roughness would be practically
measured in the field (particularly from remote sensing data), with this information needed
to select the appropriate value of G. It would also be prudent to determine whether G is
consistent in field settings and verify that it can be reliably estimated. Finally, this method
also suffers from the same limitations as the methods in Sections 2.4 and 2.5, since a specific
velocity profile shape is assumed, which may result in poor representation of the near-bed
and near-surface regions.

2.7.2. Alpha from Surface Velocity Fluctuations

Theoretically, α can also be estimated from logarithmic velocity profiles and surface
turbulence [37]. This method relies on published vertical profiles of streamwise turbulence
σu(z), normalised by friction velocity u∗ [73]. If σu(H) is measured, then u∗ can be estimated
from the published profiles and used in Equation (17) to estimate α. However, when this
approach was tested by Smart and Biggs [37] using the high-resolution laboratory data
from Cameron et al. [74], it was found to have poor predictive performance. This was likely
due to the variation in σu(H)/u∗ as relative roughness changed. Further investigation is
needed to develop and validate this approach.

3. Stage to Alpha Rating Curves

Alpha will change with stage (i.e., water level) if velocity profile shapes are changing.
This will typically occur as the water depth, relative roughness, and surface velocities
change (see Sections 2.4–2.6). Site α values can be recorded at multiple flows and plotted
against stage (Figure 5) to generate a site-specific ‘stage-alpha rating curve’ (the first known
use of stage–alpha rating curves was in early 1900s French hydrometry reports). An extrap-
olation of this curve can then be used to estimate site-specific α values for extreme flow
conditions, including floods. Stage–alpha rating curves can also be used for interpolation
to estimate alpha at water levels between those where measurements occurred.



Water 2023, 15, 3711 13 of 21

Figure 5. Theoretical example of a stage–alpha rating curve.

Care must be taken when extrapolating stage–alpha rating curves if there are dis-
continuities in the hydraulic conditions in the extrapolated region, such as over-topping
channel banks (e.g., floodplain flow) or instream obstacles increasing turbulence/friction
(e.g., riparian vegetation that becomes submerged at higher water levels). When extrapolat-
ing an alpha rating and discontinuities in hydraulic conditions are present, it is prudent to
use the divided channel method (see Section 5) and only use the extrapolated stage–alpha
rating curve for the central part of the channel.

4. Site Alpha vs. Local Alpha

Applying a site-averaged alpha value is practical and effective. However, in reality al-
pha will vary in space across a cross section. The accuracy of site α relies on underestimates
and overestimates of the discharge due to localised errors in α balancing out. This will
occur when the site α values are calculated directly from a reference discharge (Section 2.2);
however, if α is estimated from a single normalised velocity profile comprising combined
measurements from a cross section (Section 2.3), then α is not discharge weighted. For
rectangular cross sections, this should not introduce significant errors, as the depth (and
relative roughness) will typically be consistent across a cross section. However, for channels
with heterogenous cross sections (i.e., compound channels consisting of a deep part of the
channel that conveys the most flow and broad shallower areas), the accuracy of site α from
a single normalised velocity profile may decrease. To address these cases, individual α
values can be calculated for each section across the cross section (see below), or a broader
division of the channel can occur (see Section 5 on the ‘Divided channel method’).

For the ‘local alpha’ approach, a different α value is assigned to each surface ve-
locimetry section. Typically, this involves using an ADCP to collect velocity profile data
at various vertical positions across a river channel (e.g., by using the software SxS Pro).
These velocity profiles are then used to calculate local α values that correspond to each
surface velocimetry section. Subsequently, these local α values can be input into software
applications such as Hydro-STIV or Fudaa-LSPIV at corresponding locations across the
cross section to calculate discharge. This approach yields excellent correspondence between
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the reference discharge (derived from ADCP data) and the discharge derived from surface
velocimetry measurements, since both the reference discharge and local α are derived from
the same ADCP data. However, outside of this reference gauging, the accuracy of local
alpha values and thus discharge can rapidly deteriorate as the depth, relative roughness,
and hydraulic conditions change.

5. Divided Channel Method

In certain scenarios, applying a single α value across the entire channel may not
be suitable. This situation can arise during significant floods when flow overtops the
main channel’s banks. In such cases, the α value employed for the central portion of
the channel may not be appropriate for the shallow and comparatively rough peripheral
regions, such as floodplains. For flood flows in compound channels (see Figure 6), the
‘divided channel method’ can be applied, which involves using separate α values for the
main channel and the overbank regions. Alpha values in the main channel will typically be
known from previous measurements (i.e., Sections 2.2 and 2.3), or extrapolated (Section 3),
whereas measurement data for estimating alpha in the overbank regions are unlikely to
exist. Alpha in these regions may need to be estimated from an assumed velocity profile
shape (Sections 2.4 and 2.5) or from site characteristics (Section 2.6).

Figure 6. Divided channel method, where separate alpha values are applied to the main channel and
overbank flow regions.

This approach strikes an effective balance by accommodating site geometry and
flow variability through the use of 2–3 α coefficients. It is much more practical than the
application of distinct α coefficients for each surface velocimetry section (see Section 4).

6. How to Select the Optimal Method for Estimating Alpha

Selection of the optimal method for estimating α will depend on the channel charac-
teristics and data availability. A workflow diagram for selecting the α estimation method
is provided in Figure 7 [42]. The order of the workflow outputs from left to right shows
the preference for the methods. Typically, ‘Alpha from extrapolated velocity profiles or
power law exponents (Sections 2.3 and 2.5)’ is preferred over ‘Alpha from log-law profiles
and site hydraulics (Section 2.4)’, since the former incorporates direct measurements of
velocity profiles (i.e., from ADCP data), whereas the latter relies on measurements of slope
(which are often uncertain) and assumes a logarithmic profile extending from the riverbed
to the surface.



Water 2023, 15, 3711 15 of 21

Figure 7. Workflow diagram for selecting the alpha estimation method.

7. Remaining Challenges and Future Directions
7.1. Surface Wind

Surface wind presents a significant challenge for surface velocimetry methods, as
highlighted in the research conducted by Hauet et al. [39] and Peña-Haro et al. [75]. When
wind blows upstream, it reduces surface velocities and increases α values. Conversely,
when wind blows downstream, it increases surface velocities and decreases α values.
Analysing the impact of wind on water surface velocity is a complex endeavour due to
several influencing factors, including wind shear stress (from wind velocity profiles and
turbulence), fetch, surface roughness (i.e., waves), the type of surface tracers used (such as
wood shavings or surface features including boils and eddies), and the turbulent mixing
characteristics of the channel itself. These factors and the feedback loop between wind,
surface waves, surface roughness, and surface shear stress make it very challenging to
address wind effects analytically [67].

Wind effects are more significant when surface velocities are low and less significant
when surface velocities are high (e.g., fast-flowing and highly turbulent flood waters).
This is because wind-disturbed surface water is more rapidly mixed throughout the water
column when surface velocities and turbulence are higher. Furthermore, wind-induced
velocity changes at the surface are relatively less importance when surface velocities are
higher (i.e., wind-induced errors expressed as a percentage of surface velocity).

There is currently a lack of suitable high-resolution datasets for detailed analysis of the
effect of wind on surface velocities and velocity profiles [62]. Synchronous measurements
of velocity profiles, surface velocities, and wind profiles are needed to better understand
the physics of this problem [62]. Until this has been achieved, care should be taken when
performing surface velocimetry measurements in windy conditions (Figure 7). Typically,
measurements should be avoided when surface velocities are low and winds are high, or
reference wind measurements should be made to characterise potential effects on the flow
measurements [42]. For STIV, some progress has been made on filtering (during suboptimal
conditions) to remove surface textures that are not advected at the surface velocity [76];
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however, this does not negate errors from wind-induced motion of tracer particles and
alteration of surface velocities. Practical advice is also provided by Randall [33] that surface
image velocimetry should be avoided in the presence of noticeable wind-related effects
on the water surface, including wind-generated surface waves, ripples, or a discernible
motion of tracer particles due to the wind.

7.2. Secondary Currents

Secondary currents can have a significant impact on α [64,77,78]; however, further
work is needed to investigate these impacts, and how to separate the effects of secondary
currents from air–water interactions (i.e., wind) at the surface. This work would help
to define suitable locations on rivers for making surface velocimetry measurements for
discharge. Since the accuracy of discharge estimates is highly dependent on the selection
of an appropriate α value, there may be areas of rivers such as bends, downstream from
bridge piers, or near aquatic vegetation [41], where flow is highly three-dimensional and
α varies significantly in space and time (i.e., at different flows). At these locations, the
application of surface velocimetry methods for discharge gauging may be inappropriate.

Suitable measurement sites for surface velocimetry are typically straight river reaches
with consistent slope, consistent cross-sectional area (i.e., flow not accelerating/deceleration
due to constrictions), high aspect ratio (i.e., width divided by depth), and no significant
underwater obstructions (i.e., vegetation, bridge piers, and large boulders). However,
there is little information available on the magnitude of errors that can occur if these
conditions are not achieved. Detailed investigations of discharge accuracy from surface
velocimetry methods as a function of site characteristics would be very useful for the
research community.

7.3. Other Challenges

The development of compound velocity profiles that are both accurate and practical
to implement for estimating α provides an ongoing challenge. The lack of direct measure-
ments of surface velocities in high-resolution datasets such as that of Cameron et al. [74]
exacerbates this problem. There is also a lack of high-resolution datasets covering supercrit-
ical flow conditions that include both velocity profile measurements and surface velocities.

The use of Direct Numerical Simulation (DNS) Open-Channel Flow (OCF) datasets to
investigate velocity profiles and α is appealing; however, there is currently a lack of suitable
datasets that cover a wide range of bed roughness and flow conditions. DNS OCF datasets
currently also have major limitations at the water surface, where boundary conditions
are imposed that ignore air–water interactions [62]. For accurate estimation of alpha, the
accuracy of surface velocities and the near surface region is critical; unfortunately, this is
lacking in current DNS OCF datasets.

Challenges to practical estimation of α also exist for logarithmic velocity profiles over
rough beds, such as how best to define and include: bed level (or mean bed level); log law
origin; and zero plane displacement.

Challenges also exist around the assumption of uniform, turbulent 2D open-channel
flow in Section 2.4 (i.e., u∗ =

√
gHS), since this is not valid for sites where flow is 3D [63].

There are also ongoing challenges with how to practically measure S and at what spatial
scale these measurements should be made.

In operational hydrometry, hydrometric stations are commonly installed under bridges
to protect them from flooding. Similarly, gauging is generally carried out from bridges, for
ease of access and instrument deployment. These sites often have non-uniform geometry
(i.e., a constriction to flow under the bridge) or have instream flow resistance and wakes
from bridge piers. In these conditions, the assumption of uniform, turbulent 2D open-
channel flow will not be valid, and power or log laws should not be used. Bridges can
also become significant sources of flow resistance, with discontinuities occurring at high
water levels if flow impacts the upper bridge structure, or debris dams occur. This causes a
discontinuity in the stage–alpha relationship, making it very challenging to estimate and
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extrapolate alpha at peak flood discharges. The use of cableways and drones can help to
overcome these issues; however, bridges remain a significant issue for the use of alpha and
surface velocimetry for many operational hydrometric agencies.

Challenges also remain for assessing the uncertainty of estimates of alpha, based on
the availability and uncertainty of input measurement data. These uncertainties in alpha
will then propagate to uncertainties in discharge.

There are many other sources of uncertainty for discharge accuracy from surface
velocimetry beyond α [19,36,79]. Notable examples are errors in imagery orthorectification
and bathymetry errors. Bathymetry measurement/estimation for flood discharge gauging
presents an ongoing challenge, and work is needed to investigate the magnitude of errors
that are likely to occur if bathymetry is only measured before/after a flood event, but
geomorphic change has occurred during the flood.

7.4. Future Directions

The following work could be undertaken to improve knowledge in this field of research:

• Re-analysis of existing datasets (e.g., Welber et al. [4]; Hauet et al. [39]) with the
inclusion of slope, which is a key driver of the shape of logarithmic velocity profiles
(Section 2.4), and thus α.

• Conduct a systematic high-resolution laboratory investigation into the effect of surface
wind on velocity profiles and α [62].

• Further investigate the turbulent outer region, secondary currents, compound velocity
profiles, and how to practically estimate α using these compound profiles.

• Conduct a detailed field investigation into the spatial heterogeneity of α; the charac-
teristics that make a measurement site suitable for the estimation of α; and the errors
that may occur if these characteristics are not present.

• Develop methods to infer flow non-uniformity (e.g., acceleration/deceleration, con-
vergence/divergence, secondary currents, etc.) from the surface velocity field.

8. Summary

Appropriate selection of α greatly influences the accuracy of discharge measurements
obtained from surface velocities. In this paper we provide a range of methods for estimating
α, depending on available field data. Ideally α will be derived from accurate reference
discharge measurements and surface velocities (Section 2.2). Alpha values can be evaluated
at multiple water levels to create ‘Stage to α rating curves’ (Section 3), enabling estimation
of α at levels between measurement points, and also extrapolation to high flows, beyond
those that can be measured with ADCPs and other contact equipment.

For sites without accurate reference discharge and surface velocity measurements,
α can be estimated from: measured velocity profiles (Section 2.3); velocity profile theory
using a log law (Section 2.4) or power law (Section 2.5); site characteristics (Section 2.6); or
the default value of 0.857 (Section 2.1). Alpha coefficients can either be applied to: the entire
cross section (i.e., ‘site α’); individual sections of a channel (i.e., ‘local α’) (Section 4); or parts
of the channel with similar characteristics (i.e., the ‘divided channel method’) (Section 5).
A workflow for determining the optimal method for estimating α from available data is
provided in Section 6.

Challenges remain for the accurate estimation of α, such as the impacts of surface
wind (Section 7.1), secondary currents (Section 7.2), and how to practically estimate α using
more accurate compound velocity profiles (Section 7.3). Further work is needed to address
these challenges and improve predictions of α (Section 7.4). More accurate estimates of α
will then translate to more accurate estimates of discharge from surface velocities, with
wide-ranging and important implications for water resources management, hydrology,
flood management, and environmental monitoring.
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