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Abstract: Fuzzy techniques have been suggested as useful method for forecasting performance.
However, its dependency on experts’ knowledge causes difficulties in information extraction and
data collection. Therefore, to overcome the difficulties, this research proposed a new type 2 fuzzy
time series (T2FTS) forecasting model. The T2FTS model was used to exploit more information in
time series forecasting. The concepts of sliding window method (SWM) and fuzzy rule-based systems
(FRBS) were incorporated in the utilization of T2FTS to obtain forecasting values. A sliding window
method was proposed to find a proper and systematic measurement for predicting the number of class
intervals. Furthermore, the weighted subsethood-based algorithm was applied in developing fuzzy
IF–THEN rules, where it was later used to perform forecasting. This approach provides inferences
based on how people think and make judgments. In this research, the data sets from previous studies
of crude palm oil prices were used to further analyze and validate the proposed model. With suitable
class intervals and fuzzy rules generated, the forecasting values obtained were more precise and
closer to the actual values. The findings of this paper proved that the proposed forecasting method
could be used as an alternative for improved forecasting of sustainable crude palm oil prices.

Keywords: fuzzy time series; reasoning-based model; sliding window method; type 2 fuzzy time
series; weighted subsethood-based algorithm

1. Introduction

There are a number of ways to obtain forecast value in the analysis of time series [1] such as
artificial intelligence approaches [2], artificial neural network (ANN) [3,4] and autoregressive integrated
moving average (ARIMA) models [1,5]. According to [6], the selection of the methods must reflect
several features such as data and degree of significance. Nevertheless, most of the previous models are
quite costly and require expertise and several data types that are occasionally unobtainable.

The fuzzy time series (FTS) method was widely used in different applications to solve forecasting
problems. It was discussed in many types of research [7–9] such as in weather forecasting,
stock fluctuations, and any situation in which variables change unpredictability over time. As the
issues on forecasting with data on past events are linguistic values, the common method of time series
forecasting methods is not relevant to be used [10]. FTS has been improved by many researchers to
produce the most ideal forecasting outcomes [11]. The studies in [12–14] suggested time-variant and
time-invariant FTS models in forecasting and their observations are in terms of linguistics values.
In addition, the research in [15,16] used a simple arithmetic operation instead of complicated maximum
and minimum composition operations in time series forecasting. Thereafter, many previous research
works were revealed to reduce forecasting error and computational overload.
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In developing a FTS model, the universe of discourse must be divided into a certain length of
interval. This is because the interval length factor can affect the FTS model performance. Sliding window
method (SWM) is an interesting topic to be considered in solving this interval length issue. The SWM
was introduced by [17], in which it is used for time series analysis, and it is appropriate for many
applications [18]. The applications of SWM can be found in various disciplines, for example,
medicine [19], weather forecasting [18,20], and database system [21]. In previous studies, limited class
interval was used for FTS forecasting. It was mentioned in [22] that the interval length is essential
in forecasting performance. Hence, techniques to find intervals using mean and data distributions
were proposed. A few years later, [23] suggested the division of the interval by using ratios rather than
equal lengths of intervals, where it was believed that it can represent the intervals of the observations
properly. Thus, by introducing SWM in time series forecasting, there is a specific method in handling
and determining the class interval with suitable interval length.

Researchers in [24] mentioned that fuzzy rules are also important elements that are highlighted
in any fuzzy expert system. It is widely used to carry out numerous real-world classification tasks.
However, to obtain high classification accuracy, the transparency and interpretability of such models
are often ignored. Forecasting consists of a few elements that involve imprecise data and are always
based on the number of judgments. This fuzziness is from human clarification of future data values [25].
A reasoning-based model is expected to offer an alternative approach to handling many kinds of
inaccurate data that reflect human thinking and decision making. It is able to make an inference of
various attributes that contain imprecise data [26–28]. Specifically, intuitive methods of analysis that
are done according to linguistic models, fuzzy rule-based systems (FRBS), have successfully solved
real-world issues.

Current evolution in reasoning based on linguistic models provide evidence of the significant role
of FRBS in allowing a worthy explanation of inference in terms of linguistic statements with a higher
percentage of accuracy. These linguistic rule models illustrate the actual way humans consider issues
and form judgments. One of the typical examples of the linguistic rule can be found in [27]. Easiness in
creating fuzzy rules with the capability of increasing the classification precision level is the intention
of proposing the weighted subsethood-based algorithm (WSBA). Therefore, the fuzzy subsethood
measures and weighted linguistic fuzzy models are the elements that can provide advantages to
the FTS.

Nevertheless, most conventional FTS models such as type 1 fuzzy time series forecasting models
utilize a single forecasting variable and certain observations related to the variable [29]. The change
of variable value for some complex models is not only caused by its rules but can also be influenced
by other factors. Furthermore, it is difficult to handle forecasting problems using conventional FTS if
the past events data are in terms of linguistic values [30]. Hence, a new method, type 2 fuzzy time
series (T2FTS) model, was suggested to get the benefit of the related element and solve the forecasting
problem indirectly.

The identified problems of this research can be recapitulated as follows. Although there are
several methods of time series forecasting, there continue to be arguments that the inputs required
to sustain the manufacture of numerous products are to be decided by the forecaster. In addition,
the volatility due to uncertainties is the main concern. As can be seen in various cases, there are
limitations in terms of accuracy of the forecasting values. Finding a suitable method in forecasting
application is the difficulty that a forecaster faces. Therefore, the use of a fuzzy method is beneficial
in controlling the vagueness within the data and minimizing the error of forecasting. Even though
previous methods are suitable in determining the forecasting precision, the methods do not look into
the application of fuzzy approximate reasoning which indicates individual’s opinion.

Another concern in many forecasting methods is the extent to which the method is able to lessen
the error of forecasting. The previous methods are also unable to generate precise forecast values.
Furthermore, the fuzzy rule system consists of rules constructed from input data. The efficiency or
accuracy of the fuzzy system is proportional to the accurateness of the rule defined. The appropriateness
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of the rule constructed is where it could summarize the data in grasping the meaning of a large
collection of data. Thus, there is a need to discover a better approach for forecasting that can solve
these issues. In thisresearch, type 2 fuzzy time series (T2FTS) forecasting that is systematic and
flexible, together with a reasoning-based model, which is the sliding window method and weighted
subsethood-based algorithm, was applied to address this uncertainty. Moreover, to improve the
forecasting value, this research extended the observation using T2FTS. By utilizing extra observations in
the proposed forecasting method, it was hypothesized that the forecasting results would be improved.

Generally, this research proposed a new T2FTS model to forecast accurate future data values with
minimum forecasting error. Specifically, this research suggests a new approach of sliding window
method in determining the number of the class intervals of the universe of discourse of FTS. Secondly,
this research develops a fuzzy rule-based system using weighted subsethood-based algorithm (WSBA)
in FTS forecasting. Third, this paper exploited more variables of observations in forecasting using a
new T2FTS model. All the three objectives were utilized to refine the optimum numbers of intervals
and created fuzzy ruled based relationships. Thereby, forecasting performance could be improved.
The detailed explanation is given in Section 2.

This research was compared to Chen’s model since the rule used by Chen’s model was based on
expert opinion, while this research used weighted subsethood-based algorithm to generate new fuzzy
rules. Furthermore, Chen’s model only used a single variable of observation. Whereas, this research
utilized more variable of observations and used type 2 fuzzy time series to forecast the crude palm oil
(CPO) prices.

The subsequent sections highlight the methodology of this paper, followed by illustration of the
empirical analysis of the proposed forecasting method on the price of crude palm oil (CPO). The next
section lists the algorithm of the proposed method. The following section elaborates the analysis
outcomes and discussion on the forecasted CPO prices obtained. Finally, the last section of this paper
is the summary of this research.

2. Methodology

The methodology section highlights the flow of the method implemented in meeting the aim of
this research. This research involved three stages. This section also explains the mathematical formulae
and techniques that were used to obtain the results. Further explanation is as follows.

2.1. Collection and Selection of Data

This research uses data sets from previous researches. For validation purposes, this research uses
the daily price of crude palm oil (CPO) data in Malaysia, from the year 2012 to 2016. The data were
taken from the Malaysian Palm Oil Board (MPOB). These empirical data were used in the research
analysis to forecast the distribution of the existing data. The data were divided into two sets; one data
set was used for estimation and the other data set was used for forecasting purposes [25]. To perform
the estimation, the data were taken between January and October every year, while the November and
December data were utilized for forecasting.

2.2. Proposed Forecasting Model

In this phase, there were several steps of the type 2 fuzzy time series (T2FTS) model that were
implemented. The further illustrations are as follows.

To develop a fuzzy time series (FTS) model, the universe of discourse, U, needs to be defined and
partitioned into a certain length by determining the class intervals. Among FTS models, the model
in [15] offers the easiest calculations and delivers good forecasting results. Hence, this research followed
an interval FTS model for the purpose of illustration. In this step, the sliding window method was
implemented in order to determine the class intervals. Figure 1 shows the sliding window algorithm.
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Figure 1. Sliding window algorithm.

This research continues with fuzzifying the observations into corresponding fuzzy sets. By using
the intervals obtained, the fuzzy sets were defined for observations. Then, the fuzzy logical relationship
group (FLRG) is acquired, as specified in Equation (1),

F(t) = F(t− 1) ∗R(t, t− 1), (1)

where R(t, t− 1) indicates the fuzzy relationship towards previous data, F(t− 1) and current data,
F(t), and * denotes the operator. These relationships are attributed as a fuzzy logical relationship
(FLR) [31,32], where F(t− 1) = Ai and F(t) = A j. It is expressed as Ai → A j , where Ai is termed as the
left hand side (LHS) and A j the right hand side (RHS) of the FLR.

In these models, the FLRs are mixed into fuzzy logical relationship groups (FLRGs). Similar LHSs
of the FLRs were put together and the LHSs continued as the LHS while the RHSs combined as the
RHS. Equation (2) depicts the FLRs that have been gathered into a FLRG.

Ai → A j1, A j2, . . . , A jl (2)

Then, the highest and lowest values were chosen as Type 2 observations and the out-of-sample
observation was mapped into FLRGs, including Type 1 and 2 observations. In this research, the lowest
and highest crude palm oil (CPO) prices were selected.

To obtain forecasts, operators and the fuzzy rules obtained were applied to the FLRGs for each
of the observations. The weighted subsethood-based algorithm which referred to [33] was used to
develop the fuzzy rules. These operators and fuzzy rules were used to screen out or include the fuzzy
relationships of the observations. The forecasts were obtained from these fuzzy relationships.

In this research, two operators were used, which are screening out (∧) and including (∨)
fuzzy relationship. These union and intersection operators were proposed in the Type 2 model
correspondingly, as in [29].

Equations (3) and (4) define the Union (∨) and intersection (∧) operators, which were used to
establish the relationships between the two fuzzy logical relationship groups (FLRGs):

∨ (LHSd, LHSe) = RHSd ∪RHSe, (3)

∧ (LHSd, LHSe) = RHSd ∩RHSe, (4)

where ∪ refers to the union and ∩ is the intersection operator for the set theory, while left-hand side,
LHSd and right-hand side, RHSd were the LHS and RHS of an FLRG, d, respectively.

Then, defuzzification was performed and the forecast values were calculated using
Equations (5) and (6), respectively [29].

de f uzzi f icationk(t) =

∑ j
z=1 mqz

j
, (5)
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de f uzzi f ication(t) =

∑e
k=1 de f uzzi f icationk(t)

e
, (6)

where de f uzzi f icationk(t) is a defuzzified forecast done according to a Type 2 observation, with a
total of e Type 2 observations at time t. Supposing the forecast is fuzzy sets, Aq1; Aq2; ... ; Aqj; the
defuzzified forecast is equal to the arithmetic average of mq1; mq2; ... ; mqj; the midpoints of intervals,
uq1; uq2; ... ; uqj; respectively [11].

2.3. Evaluation of the Performance

Once the forecasts value was obtained, the root mean square error (RMSE) was used for the
evaluation of the forecasting performance, where actualt is the actual price, defuzzification(t) is the
defuzzified forecast and there were n forecasts as shown in Equation (7).

RMSE =

√∑n
t=1(actualt − de f uzzi f ication(t))2

n
(7)

3. Empirical Analysis

The forecasting for each data was conducted as follows. For illustration purposes, this research
discusses the analysis using the price data of crude palm oil (CPO) for the year 2012.

First, the highest and lowest CPO prices in the year 2012 were determined: Dmin = 395.20,
Dmax = 628.70. Hence, the universe of discourse U = [394, 629] was divided into certain lengths of
interval, where the intervals were determined using a sliding window method which was adopted
from [20].

In 2012, there were 47 intervals with the same lengths of 5: u1 = [394, 399], u2 = [399, 404], . . . ,
u47 = [624, 629] where the intervals’ midpoints are m1 = 396.5, m2 = 401.5, . . . , m47 = 626.5, From the
intervals obtained, the fuzzy sets, Ai for observations were defined. Every Ai was described by the
intervals, u1, u2, u3, . . . , u47..

A1 =
1
u1

+
0.5
u2

+
0
u3

+
0
u4

+
0
u5

+ . . .+
0

u47

A2 =
0.5
u1

+
1
u2

+
0.5
u3

+
0
u4

+
0
u5

+ . . .+
0

u47

A3 =
0
u1

+
0.5
u2

+
1
u3

+
0.5
u4

+
0
u5

+ . . .+
0

u47
,

A46 =
0
u1

+
0
u2

+
0
u3

+
0
u4

+
0
u5

+ . . .+
0.5
u45

+
1

u46
+

0.5
u47

A47 =
0
u1

+
0
u2

+
0
u3

+
0
u4

+
0
u5

+ . . .+
0

u45
+

0.5
u46

+
1

u47

This research continued with fuzzifying the observations. Table 1 listed some of the fuzzified CPO
prices for the year 2012. The data from January to October were used to perform estimation. While the
data for November and December were utilized for forecasting.
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Table 1. Fuzzy crude palm oil (CPO) prices (October 2012).

Date (yyyy/mm/dd) CPO Price Fuzzy Sets

2012/10/1 424.20 A7
2012/10/2 424.20 A7
2012/10/3 407.40 A3
2012/10/4 395.20 A1
2012/10/5 411.00 A4
2012/10/6 412.50 A4
2012/10/7 412.50 A4
2012/10/8 406.80 A3
2012/10/9 418.50 A5

2012/10/10 418.00 A5
2012/10/11 430.00 A8
2012/10/12 423.00 A6
2012/10/13 415.50 A5
2012/10/14 415.50 A5
2012/10/15 417.40 A5
2012/10/16 417.00 A5
2012/10/17 414.90 A5
2012/10/18 419.60 A6
2012/10/19 425.80 A7
2012/10/20 424.00 A6
2012/10/21 424.00 A6
2012/10/22 435.10 A9
2012/10/23 424.70 A7
2012/10/24 424.70 A7
2012/10/25 435.20 A9
2012/10/26 435.20 A9
2012/10/27 434.30 A9
2012/10/28 434.30 A9
2012/10/29 428.60 A7
2012/10/30 426.00 A7
2012/10/31 424.70 A7

Figure 2 depicts some of the fuzzification process for the year 2012.
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Next, the fuzzy relationships were obtained. The FLRs can be established by combining
two consecutive fuzzy sets. Referring to Table 1, the CPO prices for 2012/10/7 is A4 and for
2012/10/8 it is A3. Hence, it could be established that the FLR is A4 → A3 . Therefore, the FLRs
A7 → A7, A7 → A6, A7 → A9 etc. can be established. Table 2 lists an example of the FLRs for the year
2012 and some were obtained from Table 1.
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Table 2. Fuzzy logic relationships.

A7 → A7, A7 → A3, A3 → A1, A1 → A4
A4 → A4, A4 → A3, A3 → A5, A5 → A5
A5 → A8, A8 → A6, A6 → A5, A5 → A6
A6 → A7, A7 → A6, A6 → A6, A6 → A9

A9 → A7, A7 → A9, A9 → A9

Based on Table 2, the FLRs with the same LHSs can be located together. For example,

A7 → A7, A7 → A3, A7 → A6, A7 → A9.

A FLRG with A7 can be grouped as the LHS such that

A7 → A7, A3, A6, A9.

Table 3 shows the fuzzy logical relationship groups (FLRGs).

Table 3. Fuzzy logical relationship groups.

A1 → A4
A3 → A1, A5
A4 → A4, A3

A5 → A5, A8, A6
A6 → A5, A7, A6, A9
A7 → A7, A3, A6, A9

A8 → A6
A9 → A7, A9

Then, the highest and lowest daily prices for CPO price were picked as Type 2 observations.
Table 4 depicts some of the information in 2012 for further clarification.

Table 4. Data for forecasting.

Date (mm/dd) Closing High Low

. . . . . . . . . . . .
10/11 430.00 (A8) 431.10 (A8) 419.20 (A6)
10/12 423.00 (A6) 428.80 (A7) 412.80 (A4)
10/13 415.50 (A5) 420.30 (A6) 413.80 (A4)
. . . . . . . . . . . .

According to Table 4, on 10/11, the fuzzy set for the closing is A8, the high is A8, and the low is A6,
respectively. On 10/12, the fuzzy set for closing is A6, the high is A7, and the low is A4. Meanwhile,
on 10/13, the fuzzy set for closing is A5, the high is A6, and the low is A4.

Next, observations made on the out-of-sample were mapped out, which included the Type 1 and
Type 2 observations, to the FLRGs to obtain forecast values. For instance, given that F(t− 1) is A6,
and the forecast for F(t) is A5, A7, A6, A9. Tables 5 and 6 are the forecasts obtained for the observations.
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Table 5. Forecasts after ∧m.

Date (mm/dd) Forecasts Forecasts After ∧m

Closing A8 → A6
10/12 High A8 → A6 A6

Low A6 → A5, A6, A7, A9
Closing A6 → A5, A6, A7, A9

10/13 High A7 → A3, A6, A7, A9 A6
Low A4 → A3, A4

Closing A5 → A5, A6, A8
10/14 High A6 → A5, A6, A7, A9 A5

Low A4 → A3, A4

The research applies operators and fuzzy rules that were generated using the weighted
subsethood-based algorithm for each date of the forecasts as in [33]. In Table 5, the research applies ∧m

(intersection operator) to all the forecasts obtained. Similarly, Table 6 lists the forecasts, in which it
applied ∨m (union operator) to all the forecasts.

Table 6. Forecasts after ∨m.

Date (mm/dd) Forecasts Forecasts After ∨m

Closing A8 → A6
10/12 High A8 → A6 A5, A6, A7, A9

Low A6 → A5, A6, A7, A9
Closing A6 → A5, A6, A7, A9

10/13 High A7 → A3, A6, A7, A9 A3, A4, A5, A6, A7, A9
Low A4 → A3, A4

Closing A5 → A5, A6, A8
10/14 High A6 → A5, A6, A7, A9 A3, A4, A5, A6, A7, A8, A9

Low A4 → A3, A4

Then, the forecasts were defuzzified using Equation (5). Refer to Table 5, for ∧m, the forecast
for the date 10/12 is A6. m6 is the defuzzified forecast of A6, which is 421.50. In other
words, de f uzzi f icationinter sec tion(10/12) = 421.50. Again, the forecast for the date 10/13 is
A6. Hence, de f uzzi f icationinter sec tion(10/13) = 421.50. The forecast for the date 10/14 is A5;
de f uzzi f icationinter sec tion(10/14) = 416.50.

For ∨m, the forecast for 10/12 is A5, A6, A7, as well as A9. The defuzzified forecast is as follows.

de f uzzi f icationunion(10/12) =
(416.5+421.5+426.5+436.5)

4
= 425.25

The forecast for the date 10/13 is A3, A4, A5, A6, A7 and A9. The value of the defuzzified forecast is

de f uzzi f icationunion(10/13)

=
(406.5+411.5+416.5+421.5+426.5+436.5)

6
= 419.83

The forecast for the date 10/14 is A3, A4, A5, A6, A7, A8 and A9. The defuzzified forecast obtained is

de f uzzi f icationunion(10/14)

=
(406.5+411.5+416.5+421.5+426.5+431.5+436.5)

7
= 421.50
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Then, the forecasting values for Type 2 model were computed using Equation (6).

de f uzzi f icationinter sec tion(10/12) = 421.50
and de f uzzi f icationunion(10/12) = 425.25

Therefore,

de f uzzi f ication(10/12) =
(421.50 + 425.25)

2
= 423.375.

Similarly,
de f uzzi f icationinter sec tion(10/13) = 421.50
and de f uzzi f icationunion(10/13) = 419.83.

Therefore,

de f uzzi f ication(10/13) =
(421.50 + 419.83)

2
= 420.665.

de f uzzi f icationinter sec tion(10/14) = 416.50 and de f uzzi f icationunion(10/14) = 421.50.

Hence,

de f uzzi f ication(10/14) =
(416.50 + 421.50)

2
= 419.

Last but not least, this research evaluated the forecasting performance using RMSE as in
Equation (7).

4. Algorithm of the Proposed Method

The outline of the abovementioned analysis is summarizing into the algorithm of type 2 fuzzy
time series (T2FTS) model, as follows.

Step 1: The class interval of the universe of discourse is determined by using the sliding
window method.

Step 2: The observations are fuzzified into corresponding fuzzy sets.
Step 3: Fuzzy logical relationship groups (FLRGs) are obtained.
Step 4: Out-of-sample observations are mapped to FLRGs.
Step 5: Operators and fuzzy rules obtained by using weighted subsethood-based algorithm are applied

to the FLRGs for all the observations and obtain forecasts.
Step 6: The forecasts are defuzzified.
Step 7: Forecast values are computed for all data individually.
Step 8: The method is compared with the previous method.

5. Results and Discussion

The analysis of the forecasted price of CPO generated is discussed in this section. The out-of-sample
defuzzified forecast for this method and Chen’s model [15] for each year (November to December) are
depicted in Figure 3a–e.
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Figure 3. Performance comparison: (a) Year 2012; (b) Year 2013; (c) Year 2014; (d) Year 2015; (e) Year 2016.

In Figure 3, the blue line is the real CPO price, the red line is the forecast value using the proposed
method, while the green line is the forecast value using Chen’s model. From the graphs, the forecast
value of CPO prices obtained from the proposed method is deemed better compared to the forecast
value obtained using Chen’s model. In support of this statement, the percent error for each year was
determined, as shown in Table 7, which was calculated using Equation (7).
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Table 7. Model evaluation.

Year Mean Square Error (MSE) Root Mean Square Error (RMSE)

Proposed Method Chen’s model Proposed Method Chen’s model

2012 0.0010 0.0010 0.518 0.520
2013 0.00067 0.0011 0.457 0.635
2014 0.0019 0.0027 0.637 0.855
2015 0.00069 0.00079 0.414 0.462
2016 0.0009 0.0015 0.567 0.754

From the result in Table 7, Chen’s model has a higher rate of error compared to the proposed
method. This indicates that this method is capable of reducing forecasting errors from Chen’s model
and forecasting consistently.

6. Conclusions

Most conventional fuzzy time series (FTS) forecasting models use one variable in forecasting and not
all the observations are related to the variable. In real forecasting situations where more complex models
are involved, the change of dependent variable value is influenced by other determinants. Therefore,
the use of conventional fuzzy time series is difficult when solving real forecasting problems [30]. Hence,
this research proposes a new approach of type 2 fuzzy time series (T2FTS) models to exploit an extra
observation. To increase the level of efficiency of this method, the sliding window method and the
weighted subsethood-based algorithm were implemented in this model. The forecast values obtained
from the use of the proposed method were then compared to Chen’s model. The forecast error was
tested through the use of root mean squared error (RMSE) for both methods. The outcome of the RMSEs
using the proposed method is less than that for Chen’s model. This demonstrates that the proposed
method is capable of giving a superior forecast compared to Chen’s model. Hence, the employment of
the proposed method will lead to the creation of an efficient approach in forecasting application which
will support decisions made by alternative methods indirectly. This research proposes an extension of
the current research in achieving a universal view of suitable combination of factors as well as the
classification of the class interval. Thus, this method could enhance the capability of the proposed type
2 fuzzy time series (T2FTS) models. The use of crude palm oil is dependent upon its price. Therefore,
the price of crude palm oil determines its usage for plantation activities. For instance, the price of
crude palm oil influences its use in mills as well as feedstock for biodiesel. The price of crude palm
oil also determines other plantation activities including the preparation of plantation land. Failure to
forecast crude palm oil prices may cause plantations to use fire as a low-cost solution. The resulting
environmental impacts include deforestation, biodiversity loss, water and air pollution, such as haze,
and emission of greenhouse gases. The price of crude palm oil has social impacts such as land use
rights; smallholders including livelihoods, income, and wellbeing; forced and child labor, and terms
and conditions of labor including wages and health and safety. Thus, this research offers a sustainable
palm oil price forecasting model which helps the government and palm oil industries in making
business decisions and to understand strategies of major players in the industry.
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