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Abstract: Cost rationalization has become imperative in every economic system in order to create
adequate foundations for its efficient and sustainable management. Competitiveness in the global
market is extremely high and it is challenging to manage business and logistics systems, especially
with regards to financial parameters. It is necessary to rationalize costs in all activities and processes.
The presence of inventories is inevitability in every logistics system, and it tends to create adequate
and symmetrical policies for their efficient and sustainable management. In order to be able to
do this, it is necessary to determine which products represent the largest percentage share in the
value of procurement, and which are the most represented quantitatively. For this purpose, ABC
analysis, which classifies products into three categories, is applied taking into account different
constraints. The aim of this paper is to form a new model that involves the integration of ABC
analysis, the Full Consistency Method (FUCOM), and a novel Interval Rough Combined Compromise
Solution (CoCoSo) for stock management in the storage system. A new IRN Dombi weighted
geometric averaging (IRNDWGA) operator is developed to aggregate the initial decision matrix.
After grouping the products into three categories A, B and C, it is necessary to identify appropriate
suppliers for each category in order to rationalize procurement costs. Financial, logistical, and
quality parameters are taken into account. The FUCOM method has been used to determine the
significance of these parameters. A new Interval CoCoSo approach is developed to determine the
optimal suppliers for each product group. The results obtained have been modeled throughout a
multi-phase sensitivity analysis.

Keywords: management; costs; FUCOM; ABC analysis; Interval Rough CoCoSO; finances; sustainability

1. Introduction

Managing all activities and processes, whether in engineering or any other area, requires
proactive action and a focus on achieving sustainability. It primarily refers to the economic aspect
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of sustainability taking into account specific characteristics of an area in which certain research is
conducted. Competitiveness in the market is huge and every company has to strive to reduce costs in
its internal processes and activities since it is practically the only way to increase its competitiveness.
This is also proved by Stojčić et al. [1] stating that in order to achieve a competitive market position,
it is necessary to rationalize logistics activities and processes. A warehouse appears as one of the
subsystems in which rationalization is possible and which, as a special logistics subsystem besides
transportation, represents the biggest cause of logistical costs, and thus there is constant search for
potential places for savings in these subsystems. One of the items that is certainly a problem for a
large number of companies, whether referring to manufacture or distribution of finished products, is
inventory. The goal is to find the optimal amount of inventory in order to control a warehouse in the
best way possible and to rationalize the costs the logistics subsystem causes. This is mandatory if we
want to achieve balance (symmetry) between production and consumption. For all the reasons given
above, this paper examines the storage system from the aspect of stock management. Attention has to
be directed towards performing all activities in the storage system in an efficient manner, which, in one
way, is warehouse management as defined in [2]. The significance of this system and its management
can be seen from the statement given in the above reference that warehouse systems and material
handling are basic elements in the flows of goods and link manufacture and consumption points. It
is for these reasons that it is important to establish an efficient synchronization of all activities and
processes in the storage system, which is primarily achieved through adequate stock management.

This paper has several goals. The first goal relates to the development of a new approach that
involves the Interval Rough Combined Compromise Solution (CoCoSo) model, which is a contribution
to the literature that addresses multi-criteria models where uncertainty and imprecision exist. The
integration of interval rough numbers and the CoCoSo method enables decision-makers to achieve
more precise results based on their preferences. The second goal of the paper is to rationalize costs in
the storage system through adequate stock management. It is primarily about identifying different
groups of inventory and adopting adequate procurement policies. For this reason, in the subsequent
phase, the selection of adequate suppliers for each group is performed. The third goal of the paper is
to integrate the two aforementioned goals, which involves the creation of a new stock management
model that combines different approaches: ABC analysis, the Full Consistency Method (FUCOM), and
the Interval Rough CoCoSo model highlighting its benefits. It is important to note that such a model
for stock management, which involves the integration of all the previous approaches, has not been
noticed, and thus, from that aspect, the significance of this study can be perceived. With the formation
of this model, the goal is to address efficiently one of typical warehouse planning issues, which is,
according to Van den Berg and Zijm [3], warehouse management. In addition, it is necessary to achieve
intelligent stock management that can result in reducing storage costs.

The rest of the paper is structured throughout several other sections. In the second section,
a review of the literature related to the application of ABC analysis in inventory and stock management,
and the application of multi-criteria decision-making (MCDM) methods in the storage system is
presented. The third section presents a three-part methodology. The first part describes ABC analysis
with certain constraints that have to be taken into account when executing it, while the second part is a
brief overview of the FUCOM method. The third part in the third section presents the development of a
new Interval Rough CoCoSo model with its algorithm given in detail. The fourth section is a case study
presenting the problem in detail and the method to solve it. The fifth section includes an extensive
sensitivity analysis using different models, as well as the discussion of the results obtained. Finally,
there are concluding considerations with further research suggestions moving in several different
directions. The algorithm of the developed IRN Dombi weighted geometric averaging (IRNDWGA)
operator is provided in Appendix A.
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2. Literature Review

ABC analysis is a frequently used technique to identify the state of stock management in a
warehouse. Due to its simplicity on the one hand, and its great usefulness on the other, it has been
noticed that it is widely used in various fields. The research conducted by Flores and Whybark [4] can
be considered the first study that indicates the importance of applying multi-criteria optimization in the
traditional ABC analysis. Flores and Whybark [5] supported the view through the advancement of their
previous study by applying multi-criteria optimization in ABC analysis. Flores et al. [6] showed that the
Analytic Hierarchy Process (AHP) method is one of the most appropriate multi-criteria techniques for
stock classification in a warehouse. In their studies, Guvenir and Erel [7] and Malmborg et al. [8] went
a step further and applied ABC analysis in combination with multi-criteria techniques and heuristic
models (genetic algorithms). After these studies, Ramanathan [9] came up with the idea of optimizing
storage systems using linear modeling (DEA model), combined with ABC analysis. That idea led to the
comprehensive application of DEA and ABC analysis in evaluating the efficiency of storage systems.

ABC analysis was applied in [10] to control stock in a pharmaceutical company and create policies
for managing it. Cycle counting calculations were performed and an inventory control application was
based on the ABC-VED (vital, essential, desirable) model. Ishizaka et al. [11] applied the methodology
to classify inventory into three groups based on three criteria: Annual Usage Value (AUV), Frequency
Of Issue per year (FOI), and Current Stock Value (CSV). They formed the DEASort model that they
applied with the Analytic Hierarchy Process (AHP) method. Compared to the single-criterion function,
the study has concluded that the proposed model generates more savings per inventory classification
groups. The study [12] also introduced a new hybrid model combining the ABC multi-criteria
classification using the evolutionary algorithm with the MCDM method, the Technique for Order
of Preference by Similarity to Ideal Solution (TOPSIS). The objective function of the model, as the
authors point out, is to minimize inventory management costs, as well as to exploit the robustness
and usefulness of partial approaches in the model, reduce the inventory costs, ensure acceptable
performance, and meet the constraints of inventory management. It is concluded that the approach
allows for more efficient inventory management. ABC analysis can certainly serve to create adequate
policies to rationalize costs, as confirmed by the research [13] that created a new inventory management
policy concerning the pre-existing situation that refers to spare parts. In order to increase the efficiency
of inventory management and to solve the problem of single-criterion function, a hybrid approach,
which involves ABC, AHP, and TOPSIS, is proposed in the research [14] for inventory management
in an electronics company. Based on ABC analysis, in the study [15], the extraction of two spare
parts requiring special treatment was performed, and the conditions for applying the Economic Order
Quantity (EOQ) were obtained. Using the results of ABC analysis, a modification of the warehouse
layout was made. The constant tendency to integrate different approaches with ABC analysis in order
to create an adequate management model is also evident in the study [16] that has developed a new
classification algorithm, called the FNS (functional, normal, and small) algorithm, which combines
classical ABC classification with a new grouping strategy. In the algorithm, the handling frequency,
lead time, contract manufacturing process, and specialty are used as input criteria, and the outputs are
new classes for the inventories. The model has led to the result that inventories can be classified in more
detail and useful management strategies can be created. For the purpose of inventory management
regarding a Chinese manufacturer, the ELECTRE III method was combined with ABC analysis in the
study [17]. It represents an innovative model for optimal classification of inventory. Ng [18] points out
the lack of applying ABC analysis alone because, as already noted, it is based on only single criterion.
Therefore, in his paper, in which he also emphasizes the importance of other criteria, he has developed
a simple model for multiple criteria inventory classification. The model converts all criteria measures
of an inventory item into a scalar score. The classification based on the calculated scores using ABC
principle is applied. Various approaches have been developed to create adequate foundations for
inventory optimization in storage systems, as already been emphasized. It is important to note that the
study [19] combined rough set theory with ABC analysis by considering additional criteria.



Symmetry 2019, 11, 1527 4 of 29

In addition to crisp multi-criteria decision-making (MCDM) techniques, the authors applied a
fuzzy technique to include uncertainties when evaluating storage systems. Thus, fuzzy AHP was
applied to evaluate the hydrogen storage system in the automotive industry [20]. To improve supply
chain performance, companies need to select an adequate warehouse location that will meet multiple
needs and requirements. The combination of fuzzy AHP and fuzzy TOPSIS was applied in [21] for the
optimal selection of five potential warehouse locations. The importance and impact of warehousing on
the complete efficiency of supply chains has been confirmed in a number of studies, such as [22–25].
Ashrafzadeh et al. [22] point out that the selection of a warehouse location is of strategic importance for
many companies. In the study, the fuzzy TOPSIS method was used to evaluate potential warehouse
locations. The study [25] is noticeable in the area of the supply chain management of hazardous
substances. The study shows the influence of selecting an appropriate warehouse location on reducing
the risk of negative effects. In the study, the authors use the fuzzy Multi-Objective Optimization Ratio
Analysis (MULTIMOORA) technique for multi-criteria optimization of warehouse locations. The
combination of MCDM methods in integration with fuzzy logic was also applied in [23] to determine a
warehouse location. In the study, the authors used fuzzy TOPSIS, fuzzy Simple Additive Weighting
(SAW), and fuzzy Multi-Objective Optimization Ratio Analysis (MOORA) methods, while Emeç and
Akkaya [26] applied stochastic AHP and VlseKriterijumska Optimizacija I Kompromisno Resenje
(VIKOR) for the same purpose.

Fuzzy multi-criteria decision-making is also used for other tasks related to storage systems.
Saputro and Daneshvar Rouyendegh [27] evaluated and selected material handling equipment in
a warehouse using a hybrid multi-criteria model that involves the use of fuzzy AHP and fuzzy
TOPSIS techniques. In their study, Erkan and Can [28] demonstrated the importance of using barcode
technology, i.e., Radio Frequency Identification (RFID) technology to optimize logistics processes. For
that purpose, they applied the fuzzy AHP method.

3. Methods

This paper introduces a new methodology for stock management in the storage system with the
aim of rationalizing costs and creating an adequate stock management model (Figure 1). The proposed
methodology is implemented throughout three phases. In the first phase, on the basis of procurement
costs, the classification of inventory in the storage system is performed using ABC analysis. After
grouping the products into Groups A, B, and C, product ordering policies and the time interval for
controlling the products are defined. After defining the groups, potential suppliers (different number
of suppliers) for each of these groups are considered, i.e., those who are specialized in specific types
of products. In this way, the second phase is approached defining the criteria for selecting suppliers
and potential alternatives for each group individually. In this phase, the application of FUCOM
defines the weight coefficients of the criteria within each of Groups A, B, and C. In the third phase,
expert evaluation of alternatives and aggregation of expert decisions into a single decision matrix are
conducted. The uncertainties and inaccuracies in expressing expert preferences are represented by the
use of interval rough numbers (IRN). The evaluation of alternatives is conducted using the Interval
Rough (IR) CoCoSo model. As a result of the IR CoCoSo model, a ranking of suppliers is obtained
within each Group, A, B, and C. In the next step, validation of the obtained results and making the
final decision are carried out within a sensitivity analysis of the results.
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In addition to the model being described in detail, it is important to highlight again the completely
new elements of the model: The Interval Rough (IR) Combined Compromise Solution (CoCoSo) model
and the IRN Dombi weighted geometric averaging (IRNDWGA) operator.

3.1. ABC Analysis

One of the most frequently used inventory classification techniques is ABC analysis [9,14]. During
the last decades, many companies have taken seriously the task of managing the inventory efficiently
because of the surplus of stock and the need to make more profits for their financial and logistical
well-being. For this purpose, the ABC classification is one of the most frequently used analyses in
production and inventory management domains, in order to classify a set of items in the three predefined
classes A, B, and C, where each class follows a specific management and control policies [12]. Efficient
inventory classification is a vital activity for companies that handle large quantities of inventory.

Considering all of the above, it can be concluded that ABC analysis is, in one way, indispensable
in the creation of inventory management models, but not sufficient. This is confirmed by the study [14]
stating that ABC analysis is one of the most frequently used inventory classification techniques, but this
technique considers only a single criterion as the annual sales volume of each item. Therefore, different
approaches are developed depending on a case study in which different techniques are integrated,
as is the case in this paper.

ABC analysis is a stochastic method. It is very simple, and that is the reason why it is widely used
in the field of material and commodity business. ABC analysis aims to maximize cost-effectiveness
and productivity and increase business success and economy. It is used in companies that have a
wide range of products. The purpose of using this analysis is to establish a functional control and
management system within the procurement and warehousing business, and thus the possibility of
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achieving greater cost-effectiveness of the company. ABC analysis is based on the most important
products that are of greatest benefit, i.e., they bring in the most revenue. The process of conducting
ABC analysis can be described in three phases. The first phase is collecting data on annual requirements
or material consumption by types over a certain period, usually one year. After that, the values of
requirements/consumption are calculated by multiplying the quantities of individual materials by
their planned or average purchase prices. Then, the materials are sorted in descending order by the
values of annual requirements/consumption, the percentage share of the value of individual materials
in the total value of annual requirements/consumption is calculated and the percentage shares are
cumulated. A comparison of the cumulative percentages of the annual requirements/consumption and
the percentages of the number of types is performed to determine Groups A, B, and C, and for each
product the group it belongs to.

The cost share of the total procurement value should comply with the constraint represented by
Equation (1).

A = 40− 80%, B = 15− 40%, C = 5− 20% (1)

The share in the total number (quantity) of different types of products should comply with the
constraint represented by Equation (2).

A = 5− 25%, B = 20− 40%, C = 40− 75% (2)

The third constraint implies that there are most products of C, followed by B and least products of
A, which is shown in Equation (3).

A < B < C (3)

3.2. Full Consistency Method FUCOM

One of the new methods that is based on the principles of pairwise comparison and validation of
results through deviation from maximum consistency is the full consistency method (FUCOM) [29].
Benefits that are determinative for the application of FUCOM are a small number of pairwise
comparisons of criteria (only n−1 comparison), the ability to validate the results by defining the
deviation from maximum consistency (DMC) of comparison, and appreciating transitivity in pairwise
comparisons of criteria. The FUCOM model also has a subjective influence of a decision-maker
on the final values of the weights of criteria. This particularly refers to the first and second steps
of FUCOM in which decision-makers rank the criteria according to their personal preferences and
perform pairwise comparisons of ranked criteria. However, unlike other subjective models, FUCOM
has shown minor deviations in the obtained values of the weights of criteria from optimal values [29–33].
Additionally, the methodological procedure of FUCOM eliminates the problem of redundancy of
pairwise comparisons of criteria, which exists in some subjective models for determining the weights
of criteria.

Assume that there are n evaluation criteria in a multi-criteria model that are designated as wj, j = 1,
2,..., n, and that their weight coefficients need to be determined. Subjective models for determining
weights based on pairwise comparison of criteria require a decision-maker to determine the degree of
impact of the criterion i on the criterion j. In accordance with the defined settings, Figure 2 presents the
FUCOM algorithm [34].
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3.3. A New MCDM Model—Interval Rough CoCoSo Approach

The process of group decision-making is accompanied by a great amount of uncertainty and
subjectivity, so decision-makers often have dilemmas when assigning certain values to decision
attributes [34]. Suppose that one decision attribute should be assigned a value presented by a
qualitative scale whose values range from 1 to 7. One decision-maker (DM) may consider that the
decision attribute should have a value between 5 and 6, another DM may consider that a value between
4 and 5 should be assigned, while the third DM has no dilemma about the value of the decision attribute
and assigns a value of 5. The dilemmas presented are extremely common in a group decision-making
process. In such situations, one of the solutions is to geometrically average two values between which
individual decision-makers are in doubt. However, in such situations, the uncertainty (ambiguity) that
prevailed in a decision-making process would be lost and further calculation would be reduced to
crisp values. On the other hand, the use of fuzzy [35,36] or grey techniques would entail predicting
the existence of uncertainty and subjectively defining the interval by which uncertainty is exploited.
Subjectively defined intervals in further data processing can significantly influence the final decision,
which should definitely be avoided if we aim at impartial decision-making. On the contrary, the
approach based on interval rough numbers includes exploiting the uncertainty that exists in the data
obtained [34].

In this paper, a new approach in the theory of rough sets, a CoCoSo approach based on
Interval Rough Numbers (IRN), is proposed to process the uncertainty contained in data in group
decision-making. The crisp CoCoSo method was developed in 2018 by Yazdani et al. [37].

The Interval Rough CoCoSo approach consists of seven steps, which are explained below.
Step 1. Forming the initial decision-making matrix (X).
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In the first step, it is needed to perform the evaluation of l alternatives by n criteria. The procedure
for obtaining the basic decision-making matrix (X) is the same as in other MCDM approaches. In this
approach interval rough numbers are applied as input parameters. Advantages of application Interval
Rough Numbers (IRN) are presented in [34].

Based on Equations (1)–(13) from [34], we determine the vectors Ai = (IR(xi1), IR(xi2), . . . , IR(xin)),

where IR(xi j) =
[
RN(xL

ij), RN(x′Uij )
]
=

([
xL

ij, xU
ij

]
,
[
x′Lij , x′Uij

])
represents the value of alternative i by

criteria j (i = 1, 2, . . . , l; j = 1, 2, . . . , n).

X =

C1 C2 . . . Cn

A1

A2

. . .
Al


IR(x11) IR(x12) . . . IR(x1n)

IR(x21) IR(x22) IR(x2n)

. . . . . . . . . . . .
IR(xl1) IR(xl2) . . . IR(xln)


l×n

(4)

where l represents the number of alternatives, n represents the number of criteria. The initial
(aggregated) decision matrix can be obtained using some of IRN operators.

Step 2. Normalization of the initial interval rough group matrix using Equations (5)–(9)

N =

C1 C2 . . . Cn

A1

A2

. . .
Al


IR(n11) IR(n12) . . . IR(n1n)

IR(n21) IR(n22) IR(t2n)

. . . . . . . . . . . .
IR(nl1) IR(nl2) . . . IR(nln)


l×n

(5)

where IR(ni j) represents the elements of the interval rough normalized matrix (N).
(a) For “benefit type” criteria (maximum value of criteria is preferable)

IR(ni j) =
([

nL
ij, nU

ij

]
,
[
n′Lij , n′Uij

])
=


 xL

ij − x−i
x+i − x−i

,
xU

ij − x−i
x+j − x−i

,
x′Lij − x−i

x+i − x−i
,

x′Uij − x−i
x+i − x−i


 (6)

(b) For “cost type” criteria (minimum value of criteria is preferable)

IR(ni j) =
([

nL
ij, nU

ij

]
,
[
n′Lij , n′Uij

])
=


x′Uij − x+i

x−i − x+i
,

x′Lij − x+i
x−i − x+i

,
xU

ij − x+i
x−i − x+i

,
xL

ij − x+i
x−i − x+i


 (7)

where x−i and x+i represent the minimum and maximum values of the rough boundary interval of the
observed criteria, respectively:

x−i = min
i

{
xL

ij, x′Lij

}
(8)

x+i = max
i

{
xU

ij , x′Uij

}
(9)

Step 3: Weighting the previous normalized interval rough matrix using Equation (10):

IR(Vi j) =
([

vL
ij, vU

ij , v′Lij , v′Uij

])
m×n

=
([

nL
ij ×wL

ij, nU
ij ×wU

ij , n′Lij ×w′Lij , n′Uij ×w′Uij

])
(10)

IR(w j) represents the weight coefficients of criteria.
Step 4: Summing all the values of the alternatives obtained (summing by rows) using Equation (11):

IR(Si) =
([

sL
i , sU

i , s′Li , s′Ui
])

1×m
=

∑[
vL

ij, vU
ij , v′Lij , v′Uij

]
(11)
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Step 5. Determination of the weighted sum model using Equations (12) and (13):

IR(SWi) =
([

swL
i , swU

i , sw′Li , sw′Ui
])

1×m
=

∑[(
nL

ij , nU
ij , n′Lij , n′Uij

)wj
]

(12)

IR(SWi) =
∑ (nL

ij

)w′Uj ,
(
nU

ij

)w′Lj
,
(
n′Lij

)wU
j ,

(
n′Uij

)wL
j

 (13)

Step 6. Determination of aggregated strategies.
In this step, three aggregated appraisal scores are used to generate relative performance scores of

the alternatives, using Equations (14)–(17):
First, it is required to calculate the sum of matrices IR(Si) and IR(SWi). In this way, the matrix

IR(Ti) is obtained by applying Equation (14)

IR(Ti) =
[
tL
ij, tU

ij , t′Lij , tU
ij

]
=

[
sL

i + swL
i , sU

i + swU
i , s′Li + sw′Li , s′Ui + sw′Ui

]
(14)

Subsequently, all values by columns are summed and the matrix
∑

IR(Ti)1×1 is obtained.

(a)kia =
IR(Ti)∑

IR(Ti)
(15)

(b)kib =
Si

min
i

Si
+

SWi
min

i
SWi

(16)

(c)kic =
λ(Si) + (1− λ)(SWi)

(λmax
i

Si + (1− λ)max
i

SWi)
; 0 ≤ λ ≤ 1 . (17)

Equation (15) represents the arithmetic mean of sums of IR(Si) and IR(SWi) scores, while
Equation (16) signifies the sum of relative scores of IR(Si) and IR(SWi). Equation (17) computes a
balanced compromise score of IR(Si) and IR(SWi) models. In Equation (17), the value of λ ranges from
0 to 1 and can be chosen by the decision-maker.

Step 7: The final ranking of the alternatives is determined based on ki values:
Higher ki values indicate better position of the alternatives in the ranking pre-order.

ki = (kiakibkic)
1
3 +

1
3
(kia + kib + kic) (18)

The ranking of alternatives is performed by transformation of the interval rough numbers
IRN(Ki) =

([
Ki

L, Ki
U
]
,
[
Ki
′L, Ki

′U
])

into real numbers Ki(i = 1, 2, . . . , l), applying Equations (19) and
(20) from [38].

µi =

[
RB(Kui)

RB(Kui) + RB(Kli)

]
, 0 ≤ µi ≤ 1; RB(Kui) =

[
Ki
′U
−Ki

′L
]
; RB(Kli) =

[
Ki

U
−Ki

L
]

(19)

Ki =
([
µi ·Ki

L
]
+

[
(1− µi) ·Ki

′U
])

(20)

where RB(Kui) and RB(Kli) represents the rough boundary intervals of IRN(Ki).

4. Case Study

The proposed model, which is shown and explained in detail in Figure 1, was implemented in a
company engaged in trading activities and its own production of building materials. It is located in
the territory of Bosnia and Herzegovina. It is important to note that in the recent past, the company
has also introduced the production of eco-pellets, which indicates that it is trying to take care of
sustainability aspects as well.
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4.1. Application of ABC Analysis for Product Classification

The input parameters for ABC analysis are the parameters obtained from the procurement report
at the retail facility of the company where the research was conducted. The data collected cover one
calendar year, i.e., the complete period of the previous year. Product characteristics are systematized
by: Product code, product name, quantity of products purchased, purchase value per unit of product,
and total value of procurement. Based on the financial parameters, ABC analysis has been carried out,
part of which is shown in Table 1. The product assortment for the observed annual period is a total of
83 products.

Table 1. Classification of products applying ABC analysis.

Number of Products Annual Value of Procurement Share in Costs Cumulative Group

15 380,829.120 49.723% 49.723% A
22 39,389.680 5.143% 54.866% A
3 36,681.750 4.789% 59.655% A
10 30,897.960 4.034% 63.690% A

...

23 17,396.280 2.271% 78.001% B
63 17,285.940 2.257% 80.258% B
21 17,252.950 2.253% 82.510% B
64 14,470.650 1.889% 84.400% B
53 9079.900 1.186% 85.585% B
38 7409.400 0.967% 86.553% B

...

51 210.720 0.028% 99.823% C
13 194.480 0.025% 99.848% C
82 185.920 0.024% 99.873% C
36 169.180 0.022% 99.895% C
74 146.300 0.019% 99.914% C
61 140.000 0.018% 99.932% C
69 120.600 0.016% 99.948% C
77 108.000 0.014% 99.962% C
76 102.960 0.013% 99.975% C
62 87.680 0.011% 99.987% C
1 65.000 0.008% 99.995% C
55 36.750 0.005% 100.000% C

SUM 765,900.768 100.000%

After ABC analysis, complying with the constraints presented by Equations (1)–(3), the results
given in Figure 3 are obtained.Symmetry 2020, 12, x FOR PEER REVIEW 11 of 32 
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Figure 3 shows the number of products per groups, the percentage share of the number of
products, and the percentage share of the costs. Based on the results obtained, the following can
be observed. Group A consists of eight products, i.e., 9.6% of the total number of products, which
certainly represents the smallest number of classified groups, but with the highest value. Therefore,
these products represent a total of 75.3% of procurement costs since they are products with higher
value or higher demand. There are 26 products classified in Group B, which is 31.3% of the total
number of products. In respect of financial structure, i.e., the costs of this product category, they are
19.5%, while Group C products account for 5.12% of the cost structure but represent the largest part
of the products in percentage and numerical terms; 59% and 49%, respectively. Group A consists of
products that are of highest priority for the company. There is a high need for these products, and
they have a high value, so they need special attention. It is reflected in more frequent and rigorous
control, thorough preparation of procurement activities and the creation of partnerships with potential
suppliers. Considering the products that belong to Group B, it is necessary to pay almost as much
attention as to the previous group, with some minor changes. This group of products needs to be
controlled less frequently; two to three times a year. Group C includes the large number in the total
number of products, but they are of very low values. For this group of products, the procurement
processes should be simplified as much as possible and higher amount of security stock should be
kept. Most commonly, the orders cover the annual requirements, so the control mostly takes place
once a year.

4.2. Calculation of the Criterion Weights Applying the FUCOM Method

The criteria used to evaluate the suppliers within each group are: C1—Payment method (max),
C2—Financial stability (max), C3—Product price (min), C4—Delivery time (min), C5—Reliability (max),
C6—Flexibility (max), C7—Product quality (max), C8—Warranty period (max) and C9—Reputation
(max). Three of these criteria belong to financial criteria, logistic parameters, and quality indicators,
respectively. After performing the calculation and applying all the steps of the FUCOM method, the
vectors of weight coefficients within each of the groups are defined, as shown in Figure 4.Symmetry 2020, 12, x FOR PEER REVIEW 12 of 32 
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Figure 4 shows the values of all the criteria for suppliers to be evaluated within the three groups.
Considering the results of ABC analysis and the types of products belonging to different groups, the
results are as follows:
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- Group A: wA
j = (0.183, 0.114, 0.096, 0.134, 0.122, 0.071, 0.099, 0.099, 0.082)T;

- Group B: wB
j = (0.171, 0.095, 0.078, 0.148, 0.114, 0.082, 0.119, 0.119, 0.075)T; and

- Group C: wC
j = (0.187, 0.117, 0.099, 0.127, 0.116, 0.067, 0.102, 0.102, 0.085)T.

4.3. Evaluation of Suppliers Applying the Interval Rough CoCoSo Model

The final values of the weight coefficients obtained by the FUCOM model are further used to
evaluate and select the optimal alternative (supplier) in the IR CoCoSo multi-criteria model. The
evaluation of suppliers is performed within the three groups defined in ABC analysis. Eight suppliers
are evaluated in Group A, six suppliers are considered in Group B, while nine suppliers are analyzed
in Group C. The suppliers are evaluated within each group on the basis of the nine criteria previously
presented. Applying the IR CoCoSo model within each group, a rank of suppliers is defined. The
alternatives are evaluated using the linguistic scale: Very good (VG), 9; Good (G), 7; Medium (M), 5;
Fair (F), 3; and Poor (P), 1.

In the research, three experts took part and evaluated the suppliers using the predefined scale.
Thus, three correspondent expert matrices were obtained within each group of suppliers, one for each
expert, respectively (Table 2).

Step 1. The initial (aggregated) decision matrix (Table 3) is obtained using the IRN Dombi weighted
geometric averaging (IRNDWGA) operator, Equation (A2). IRNDWGA is derived from the rough
Dombi weighted geometric averaging operator presented in [39] and given in Appendix A.

Applying Equation (A2), the experts’ individual IRN matrices are transformed into an aggregated
IRN initial decision matrix. Thus, e.g., at position A1-C1 (Supplier Group A), the following values in
expert correspondent matrices are obtained:

IRN(xE1
11 ) = ([1, 2.33]; [3, 3.67]), IRN(xE2

11 ) = ([1, 2.33]; [3, 3.67]) and RN(xE3
11 ) = ([2.33, 5]; [3.67, 5]).

As mentioned in the previous part of the paper, three experts participated in the study and were
assigned the following weight coefficients wE = (0.299, 0.328, 0.373)T. Based on the values shown in
Equation (A2) and assuming that ρ = 1 is at position A1-C1, the aggregation of values is performed,
as follows:

IRNDWGA(x11) =



xl12 =

∑3
j=1 ϕl j

1+

 3∑
j=1

w j

 1− f
(
ϕl j

)
f
(
ϕl j

)

ρ

1/ρ = 4.33
1+(0.299×( 1−0.23

0.23 )+0.328×( 1−0.23
0.23 )+0.373×( 1−0.54

0.54 ))
= 1.27

xl12 =

∑3
j=1 Lim(ϕ j)

1+

 3∑
j=1

w j

 1− f(ϕl j)
f(ϕl j)

ρ


1/ρ = 9.66
1+(0.299×( 1−0.24

0.24 )+0.328×( 1−0.24
0.24 )+0.373×( 1−0.52

0.52 ))
= 2.91

xu12 =

∑3
j=1 ϕl j

1+

 3∑
j=1

w j

 1− f
(
ϕl j

)
f
(
ϕl j

)

ρ

1/ρ = 9.67
1+(0.299×( 1−0.31

0.31 )+0.328×( 1−0.31
0.31 )+0.373×( 1−0.38

0.38 ))
= 3.22

xu12 =

∑3
j=1 Lim(ϕ j)

1+

 3∑
j=1

w j

 1− f(ϕl j)
f(ϕl j)

ρ


1/ρ = 12.34
1+(0.299×( 1−0.297

0.297 )+0.328×( 1−0.297
0.297 )+0.373×( 1−0.405

0.405 ))
= 4.07

= ([1.27, 2.91], [3.22, 4.07])

Thus, at position A1-C1, a rough aggregated value IRN(x11) = ([1.27, 2.91], [3.22, 4.07]) is obtained
applying the IRNDWGA operator (Table 3). The aggregation of the residual values from Table 3 is
performed (using Equation (A2)) in a similar way.
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Table 2. Expert correspondent matrices.

Group A

C1 C2 C3 C4 C5 C6 C7 C8 C9

A1 (P;F), (P;F), (M;M) (VG;VG), (G;VG),
(M;M)

(G;VG), (M;G),
(VG;VG)

(F;M), (G;G),
(M;M)

(G;VG), (M;G),
(G;G)

(VG;VG), (G;G),
(G;VG)

(G;VG), (M;G),
(M;M)

(G;VG), (F;M),
(P;F)

(G;VG), (M;M),
(F;M)

A2 (G;VG), (M;G),
(F;M) (F;M), (P;F), (M;G) (G;G), (M;G),

(F;M)
(F;M), (M;G),

(G;VG)
(M;G), (G;VG),

(M;M)
(VG;VG), (G;G),

(G;VG)
(G;VG), (M;G),

(M;M)
(G;VG), (M;G),

(F;M)
(G;VG), (VG;VG),

(M;G)

A3 (VG;VG), (G;VG),
(G;G)

(M;G), (G;VG),
(M;VG)

(M;G), (G;VG),
(F;M)

(P;F), (F;M),
(G;VG)

(G;VG), (M;G),
(F;M)

(G;VG), (M;G),
(G;VG)

(VG;VG), (G;G),
(F;M)

(M;G), (G;G),
(M;M)

(G;VG), (M;G),
(G;G)

A4 (M;G), (M;M),
(G;G)

(F;M), (G;G),
(F;M)

(VG;VG), (G;G),
(G;VG)

(G;VG), (M;G),
(M;G)

(G;VG), (M;G),
(G;G)

(M;G), (G;VG),
(VG;VG)

(G;VG), (M;M),
(P;F)

(M;G), (G;VG),
(M;VG)

(VG;VG), (G;G),
(M;M)

A5 (G;VG), (F;M),
(M;G) (P;P), (F;F), (M;G) (M;G), (G;VG),

(M;M)
(G;VG), (M;G),

(G;VG)
(G;G), (M;VG),

(VG;VG)
(M;G), (G;VG),

(VG;VG)
(G;VG), (F;M),

(M;G)
(G;G), (M;VG),

(F;M)
(M;G), (VG;VG),

(G;G)

A6 (P;F), (F;F), (F;M) (G;VG), (M;G),
(G;G)

(M;G), (G;VG),
(F;M)

(G;VG), (VG;VG),
(M;M)

(M;M), (G;VG),
(VG;VG)

(G;VG), (VG;VG),
(M;G)

(G;G), (M;VG),
(M;M)

(VG;VG), (M;M),
(P;F)

(M;G), (VG;VG),
(G;G)

A7 (F;M), (F;M),
(M;G)

(G;VG), (M;G),
(F;M)

(F;M), (M;G),
(VG;VG)

(G;VG), (M;G),
(G;VG)

(F;M), (M;G),
(G;VG)

(G;VG), (M;G),
(VG;VG)

(G;VG), (M;VG),
(M;G)

(M;M), (G;G),
(F;M)

(VG;VG), (G;G),
(F;M)

A8 (G;G), (M;M),
(G;VG)

(M;M), (G;G),
(G;VG)

(G;VG), (M;M),
(VG;VG)

(VG;VG), (G;G),
(VG;VG)

(M;G), (G;VG),
(VG;VG)

(G;VG), (M;G),
(M;G)

(G;VG), (M;VG),
(M;G)

(M;G), (G;VG),
(M;M)

(G;VG), (M;G),
(P;F)

Group B

A1 (M;M), (G;G),
(M;M)

(G;G), (M;VG),
(G;G)

(G;VG), (M;G),
(G;VG)

(VG;VG), (G;G),
(M;G)

(VG;VG), (G;G),
(G;VG)

(M;G), (G;G),
(M;VG)

(M;M), (G;G),
(G;VG)

(G;VG), (M;G),
(G;G)

(G;VG), (M;G),
(VG;VG)

A2 (G;VG), (M;G),
(M;M)

(G;VG), (M;G),
(F;M)

(G;VG), (VG;VG),
(M;M)

(F;M), (M;G),
(G;VG)

(M;G), (G;G),
(G;VG)

(G;G), (VG;VG),
(M;G)

(VG;VG), (G;G),
(VG;VG)

(VG;VG), (M;G),
(VG;VG)

(G;VG), (M;G),
(G;G)

A3 (VG;VG), (G;G),
(M;G)

(G;VG), (M;G),
(G;VG)

(F;M), (M;G),
(F;M)

(M;G), (G;VG),
(VG;VG)

(M;G), (G;G),
(G;VG)

(F;M), (M;G),
(G;VG)

(G;VG), (M;G),
(G;G)

(F;M), (M;G),
(G;G)

(G;VG), (M;M),
(VG;VG)

A4 (M;G), (G;VG),
(M;G)

(G;VG), (M;M),
(G;G)

(M;M), (G;G),
(M;G)

(VG;VG), (M;G),
(G;G)

(VG;VG), (G;G),
(G;VG)

(M;G), (G;VG),
(VG;VG)

(G;VG), (M;G),
(VG;VG)

(M;G), (G;VG),
(VG;VG)

(F;M), (M;M),
(G;G)

A5 (VG;VG), (G;G),
(F;M)

(F;M), (M;G),
(M;M) (P;F), (F;M), (P;F) (G;VG), (M;G),

(G;G)
(G;VG), (M;M),

(M;G)
(M;G), (G;VG),

(VG;VG)
(M;G), (M;M),

(VG;VG)
(M;G), (G;VG),

(VG;VG)
(G;G), (M;G),

(G;G)

A6 (G;VG), (M;G),
(M;VG)

(M;G), (G;VG),
(VG;VG) (M;G), (F;F), (P;P) (M;G), (G;VG),

(VG;VG) (M;G), (F;M), (F;F) (F;M), (M;G),
(G;VG)

(G;VG), (M;G),
(G;VG)

(G;VG), (M;G),
(G;VG)

(G;VG), (G;G),
(VG;VG)



Symmetry 2019, 11, 1527 14 of 29

Table 2. Cont.

Group C

A1 (G;VG), (M;G),
(G;VG)

(G;VG), (M;G),
(G;VG)

(G;VG), (M;G),
(F;M) (M;G), (F;M), (P;F) (F;M), (P;F), (G;G) (G;VG), (M;M),

(M;M)
(F;M), (M;G),

(G;VG)
(M;G), (F;M),

(M;G)
(M;G), (F;M),

(M;G)

A2 (VG;VG), (G;G),
(VG;VG)

(G;VG), (M;G),
(F;M)

(G;VG), (M;G),
(G;VG)

(M;G), (F;M),
(M;G)

(VG;VG), (M;G),
(VG;VG)

(F;M), (M;G),
(M;G)

(M;G), (G;VG),
(G;VG) (P;F), (F;M), (P;M) (G;VG), (M;G),

(G;VG)

A3 (G;VG), (M;G),
(F;M)

(G;VG), (M;G),
(G;VG)

(G;G), (M;M),
(F;F) (F;M), (P;F), (M;G) (VG;VG), (G;G),

(M;G)
(M;G), (F;M),

(M;VG)
(M;G), (F;M),

(G;VG) (P;F), (F;M), (M;G) (F;M), (M;G),
(G;VG)

A4 (VG;VG), (G;G),
(M;M)

(G;G), (M;M),
(F;M)

(G;VG), (M;G),
(F;F)

(G;VG), (M;G),
(VG;VG)

(G;VG), (M;G),
(G;VG)

(M;G), (F;M),
(F;M)

(M;G), (G;VG),
(VG;VG) (M;G), (F;F), (G;G) (G;VG), (M;M),

(G;VG)

A5 (G;VG), (M;G),
(F;M)

(M;G), (F;M),
(G;G)

(G;VG), (M;G),
(G;VG)

(VG;VG), (G;G),
(M;VG)

(G;VG), (M;G),
(G;VG)

(M;G), (F;M),
(M;G)

(G;VG), (F;M),
(M;G)

(M;G), (F;M),
(M;G)

(G;VG), (M;G),
(G;VG)

A6 (G;VG), (M;G),
(F;M)

(M;G), (F;F),
(G;VG)

(G;VG), (M;G),
(G;VG)

(G;VG), (G;G),
(F;M)

(G;VG), (F;M),
(M;G)

(G;VG), (M;G),
(G;G)

(M;G), (G;VG),
(M;G)

(M;G), (F;M),
(G;VG)

(G;VG), (F;M),
(M;G)

A7 (VG;VG), (M;G),
(G;G)

(G;G), (M;G),
(F;M)

(M;G), (F;M),
(M;G)

(G;VG), (M;G),
(P;F)

(G;VG), (M;G),
(G;VG)

(M;G), (F;M),
(F;M)

(G;VG), (M;G),
(VG;VG)

(M;G), (G;VG),
(F;M)

(F;M), (M;G),
(P;G)

A8 (G;VG), (M;M),
(G;VG)

(G;G), (F;M),
(G;VG) (M;G), (P;F), (F;M) (VG;VG), (G;G),

(M;M) (M;G), (F;M), (P;P) (G;VG), (M;G),
(G;VG)

(G;VG), (F;M),
(G;VG)

(M;G), (F;M),
(G;VG)

(P;F), (F;M),
(VG;VG)

A9 (G;VG), (M;G),
(F;M)

(G;VG), (M;M),
(M;G) (M;G), (F;F), (P;P) (M;G), (F;M),

(G;VG) (M;G), (F;M), (P;F) (G;VG), (M;G),
(VG;VG)

(M;G), (G;VG),
(M;M)

(F;M), (M;G),
(G;VG)

(F;F), (M;G),
(G;VG)

Table 3. Initial interval rough decision matrix.

Group A

C1 C2 C3 C4 C5 C6 C7 C8 C9

A1 ([1.27,
2.91],[3.22,4.07])

([5.81,
7.84],[6.4,8.45])

([5.93,
7.96],[7.84,8.77])

([3.87,
5.92],[5.2,6.05])

([5.82,
6.76],[7.19,8.02])

([7.19,
8.02],[7.84,8.77])

([5.18,
6.01],[5.81,7.84])

([1.62,
4.76],[3.86,6.85])

([3.76,
5.81],[5.33,6.95])

A2 ([3.76,
5.81],[5.81,7.84])

([1.66,
3.87],[3.87,5.93])

([3.76,
5.81],[5.76,6.73])

([3.9,
5.96],[5.96,7.99])

([5.2,
6.05],[5.84,7.87])

([7.19,
8.02],[7.84,8.77])

([5.18,
6.01],[5.81,7.84])

([3.76,
5.81],[5.81,7.84])

([5.84,
7.87],[7.78,8.74])

A3 ([7.19,
8.02],[7.78,8.74])

([5.2,
6.05],[7.88,8.79])

([3.78,
5.84],[5.84,7.87])

([1.77,
4.99],[4.04,7.09])

([3.76,
5.81],[5.81,7.84])

([5.82,
6.76],[7.84,8.77])

([4.22,
7.51],[5.81,7.84])

([5.2,
6.05],[5.76,6.73])

([5.82,
6.76],[7.19,8.02])

A4 ([5.23,
6.1],[5.82,6.76])

([3.34,
4.95],[5.2,6.05])

([7.19,
8.02],[7.84,8.77])

([5.18,
6.01],[7.19,8.02])

([5.82,
6.76],[7.19,8.02])

([5.96,
7.99],[7.88,8.79])

([1.81,
5.45],[3.86,6.85])

([5.2,
6.05],[7.88,8.79])

([5.81,
7.84],[5.81,7.84])

A5 ([3.81,
5.86],[5.86,7.89])

([1.7,
3.9],[1.77,4.99])

([5.2,
6.05],[5.84,7.87])

([5.82,
6.76],[7.84,8.77])

([5.93,
7.96],[7.88,8.79])

([5.96,
7.99],[7.88,8.79])

([3.81,
5.86],[5.86,7.89])

([3.76,
5.81],[5.84,7.87])

([5.92,
7.95],[7.21,8.06])

A6 ([1.67,
2.76],[3.22,4.07])

([5.82,
6.76],[7.19,8.02])

([3.78,
5.84],[5.84,7.87])

([5.84,
7.87],[6.4,8.45])

([5.96,
7.99],[6.62,8.56])

([5.84,
7.87],[7.78,8.74])

([5.18,
6.01],[5.84,7.87])

([1.84,
6.46],[3.86,6.85])

([5.92,
7.95],[7.21,8.06])

A7 ([3.22,
4.07],[5.23,6.1])

([3.76,
5.81],[5.81,7.84])

([4.04,
7.09],[5.96,7.99])

([5.82,
6.76],[7.84,8.77])

([3.9,
5.96],[5.96,7.99])

([5.93,
7.96],[7.84,8.77])

([5.18,
6.01],[7.78,8.74])

([3.78,
5.84],[5.2,6.05])

([4.22,
7.51],[5.81,7.84])

A8 ([5.82,
6.76],[5.93,7.96])

([5.86,
6.79],[5.96,7.99])

([5.93,
7.96],[6.53,8.52])

([7.84,
8.77],[7.84,8.77])

([5.96,
7.99],[7.88,8.79])

([5.18,
6.01],[7.19,8.02])

([5.18,
6.01],[7.78,8.74])

([5.2,
6.05],[5.84,7.87])

([1.81,
5.45],[4.22,7.51])
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Table 3. Cont.

Group B

A1 ([5.2,
6.05],[5.2,6.05])

([5.82,
6.76],[7.21,8.06])

([5.82,
6.76],[7.84,8.77])

([5.81,
7.84],[7.19,8.02])

([7.19,
8.02],[7.84,8.77])

([5.2,
6.05],[7.24,8.12])

([5.86,
6.79],[5.96,7.99])

([5.82,
6.76],[7.19,8.02])

([5.93,
7.96],[7.84,8.77])

A2 ([5.18,
6.01],[5.81,7.84])

([3.76,
5.81],[5.81,7.84])

([5.84,
7.87],[6.4,8.45])

([3.9,
5.96],[5.96,7.99])

([5.86,
6.79],[7.24,8.12])

([5.84,
7.87],[7.78,8.74])

([7.84,
8.77],[7.84,8.77])

([6.53,
8.52],[7.84,8.77])

([5.82,
6.76],[7.19,8.02])

A3 ([5.81,
7.84],[7.19,8.02])

([5.82,
6.76],[7.84,8.77])

([3.19,
4.02],[5.2,6.05])

([5.96,
7.99],[7.88,8.79])

([5.86,
6.79],[7.24,8.12])

([3.9,
5.96],[5.96,7.99])

([5.82,
6.76],[7.19,8.02])

([3.9,
5.96],[5.86,6.79])

([5.93,
7.96],[6.53,8.52])

A4 ([5.2,
6.05],[7.21,8.06])

([5.82,
6.76],[5.86,7.89])

([5.2,
6.05],[5.86,6.79])

([5.86,
7.89],[7.19,8.02])

([7.19,
8.02],[7.84,8.77])

([5.96,
7.99],[7.88,8.79])

([5.93,
7.96],[7.84,8.77])

([5.96,
7.99],[7.88,8.79])

([3.9,
5.96],[5.23,6.1])

A5 ([4.22,
7.51],[5.81,7.84])

([3.82,
4.78],[5.2,6.05])

([1.15,
1.95],[3.19,4.02])

([5.82,
6.76],[7.19,8.02])

([5.18,
6.01],[5.86,7.89])

([5.96,
7.99],[7.88,8.79])

([5.43,
7.12],[5.93,7.96])

([5.96,
7.99],[7.88,8.79])

([5.82,
6.76],[7,7])

A6 ([5.18,
6.01],[7.84,8.77])

([5.96,
7.99],[7.88,8.79])

([1.57,
3.76],[1.62,4.76])

([5.96,
7.99],[7.88,8.79])

([3.17,
3.99],[3.76,5.81])

([3.9,
5.96],[5.96,7.99])

([5.82,
6.76],[7.84,8.77])

([5.82,
6.76],[7.84,8.77])

([7.24,
8.12],[7.84,8.77])

Group C

A1 ([5.82,
6.76],[7.84,8.77])

([5.82,
6.76],[7.84,8.77])

([3.76,
5.81],[5.81,7.84])

([1.57,
3.76],[3.76,5.81])

([1.73,
4.94],[3.87,5.93])

([5.18,
6.01],[5.33,6.95])

([3.9,
5.96],[5.96,7.99])

([3.78,
4.76],[5.82,6.76])

([3.78,
4.76],[5.82,6.76])

A2 ([7.84,
8.77],[7.84,8.77])

([3.76,
5.81],[5.81,7.84])

([5.82,
6.76],[7.84,8.77])

([3.78,
4.76],[5.82,6.76])

([6.53,
8.52],[7.84,8.77])

([3.82,
4.78],[5.86,6.79])

([5.86,
6.79],[7.88,8.79])

([1.15,
1.95],[3.82,4.78])

([5.82,
6.76],[7.84,8.77])

A3 ([3.76,
5.81],[5.81,7.84])

([5.82,
6.76],[7.84,8.77])

([3.76,
5.81],[3.76,5.81])

([1.66,
3.87],[3.87,5.93])

([5.81,
7.84],[7.19,8.02])

([3.78,
4.76],[5.93,7.96])

([3.87,
5.93],[5.93,7.96])

([1.7,
3.9],[3.9,5.96])

([3.9,
5.96],[5.96,7.99])

A4 ([5.81,
7.84],[5.81,7.84])

([3.76,
5.81],[5.18,6.01])

([3.76,
5.81],[4.22,7.51])

([5.93,
7.96],[7.84,8.77])

([5.82,
6.76],[7.84,8.77])

([3.17,
3.99],[5.18,6.01])

([5.96,
7.99],[7.88,8.79])

([3.87,
5.93],[4.39,6.5])

([5.82,
6.76],[6.53,8.52])

A5 ([3.76,
5.81],[5.81,7.84])

([3.87,
5.93],[5.82,6.76])

([5.82,
6.76],[7.84,8.77])

([5.81,
7.84],[7.84,8.77])

([5.82,
6.76],[7.84,8.77])

([3.78,
4.76],[5.82,6.76])

([3.81,
5.86],[5.86,7.89])

([3.78,
4.76],[5.82,6.76])

([5.82,
6.76],[7.84,8.77])

A6 ([3.76,
5.81],[5.81,7.84])

([3.87,
5.93],[4.38,7.65])

([5.82,
6.76],[7.84,8.77])

([4.26,
6.44],[5.81,7.84])

([3.81,
5.86],[5.86,7.89])

([5.82,
6.76],[7.19,8.02])

([5.2,
6.05],[7.21,8.06])

([3.87,
5.93],[5.93,7.96])

([3.81,
5.86],[5.86,7.89])

A7 ([5.86,
7.89],[7.19,8.02])

([3.76,
5.81],[5.76,6.73])

([3.78,
4.76],[5.82,6.76])

([1.81,
5.45],[4.22,7.51])

([5.82,
6.76],[7.84,8.77])

([3.17,
3.99],[5.18,6.01])

([5.93,
7.96],[7.84,8.77])

([3.78,
5.84],[5.84,7.87])

([1.58,
3.78],[5.86,6.79])

A8 ([5.82,
6.76],[6.53,8.52])

([4.39,
6.5],[5.93,7.96])

([1.63,
3.81],[3.81,5.86])

([5.81,
7.84],[5.81,7.84])

([1.57,
3.76],[1.81,5.45])

([5.82,
6.76],[7.84,8.77])

([4.39,
6.5],[6.53,8.52])

([3.87,
5.93],[5.93,7.96])

([1.82,
6.06],[4.04,7.09])

A9 ([3.76,
5.81],[5.81,7.84])

([5.18,
6.01],[5.86,7.89])

([1.57,
3.76],[1.62,4.76])

([3.87,
5.93],[5.93,7.96])

([1.57,
3.76],[3.76,5.81])

([5.93,
7.96],[7.84,8.77])

([5.2,
6.05],[5.84,7.87])

([3.9,
5.96],[5.96,7.99])

([3.9,
5.96],[4.46,7.71])
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Step 2: In this step, using Equations (6) and (7), the initial decision matrix is modified, and a
normalized matrix is formed (Table 4).

Table 4. Normalized interval rough matrix.

C1 C2 C3 . . . C9

Group A

A1 ([0, 0.22],[0.26,0.38]) ([0.58, 0.87],[0.66,0.95]) ([0, 0.19],[0.16,0.57])

...

([0.28, 0.58],[0.51,0.74])
A2 ([0.33, 0.61],[0.61,0.88]) ([0, 0.31],[0.31,0.6]) ([0.41, 0.6],[0.59,1]) ([0.58, 0.87],[0.86,1])
A3 ([0.79, 0.9],[0.87,1]) ([0.5, 0.62],[0.87,1]) ([0.18, 0.58],[0.58,1]) ([0.58, 0.72],[0.78,0.9])
A4 ([0.53, 0.65],[0.61,0.74]) ([0.24, 0.46],[0.5,0.62]) ([0, 0.19],[0.15,0.32]) ([0.58, 0.87],[0.58,0.87])
A5 ([0.34, 0.62],[0.62,0.89]) ([0.01, 0.31],[0.02,0.47]) ([0.18, 0.58],[0.54,0.71]) ([0.59, 0.89],[0.78,0.9])
A6 ([0.05, 0.2],[0.26,0.38]) ([0.58, 0.72],[0.78,0.89]) ([0.18, 0.58],[0.58,1]) ([0.59, 0.89],[0.78,0.9])
A7 ([0.26, 0.38],[0.53,0.65]) ([0.29, 0.58],[0.58,0.87]) ([0.16, 0.56],[0.33,0.94]) ([0.35, 0.82],[0.58,0.87])
A8 ([0.61, 0.74],[0.62,0.9]) ([0.59, 0.72],[0.6,0.89]) ([0.05, 0.45],[0.16,0.57]) ([0, 0.52],[0.35,0.82])

Group B

A1 ([0.22, 0.4],[0.22,0.4]) ([0.41, 0.6],[0.69,0.86]) ([0, 0.12],[0.26,0.39])

...

([0.42, 0.83],[0.81,1])
A2 ([0.21, 0.39],[0.35,0.8]) ([0, 0.41],[0.41,0.81]) ([0.04, 0.31],[0.12,0.38]) ([0.39, 0.59],[0.68,0.85])
A3 ([0.35, 0.8],[0.65,0.84]) ([0.41, 0.6],[0.81,1]) ([0.36, 0.47],[0.62,0.73]) ([0.42, 0.83],[0.54,0.95])
A4 ([0.22, 0.4],[0.66,0.84]) ([0.41, 0.6],[0.42,0.82]) ([0.26, 0.38],[0.36,0.47]) ([0, 0.42],[0.27,0.45])
A5 ([0, 0.72],[0.35,0.8]) ([0.01, 0.2],[0.29,0.46]) ([0.62, 0.73],[0.89,1]) ([0.39, 0.59],[0.64,0.64])
A6 ([0.21, 0.39],[0.8,1]) ([0.44, 0.84],[0.82,1]) ([0.53, 0.94],[0.66,0.95]) ([0.69, 0.87],[0.81,1])

Group C

A1 ([0.41, 0.6],[0.81,1]) ([0.41, 0.6],[0.81,1]) ([0.13, 0.41],[0.41,0.7])

...

([0.31, 0.44],[0.59,0.72])
A2 ([0.81, 1],[0.81,1]) ([0, 0.41],[0.41,0.82]) ([0, 0.13],[0.28,0.41]) ([0.59, 0.72],[0.87,1])
A3 ([0, 0.41],[0.41,0.82]) ([0.41, 0.6],[0.81,1]) ([0.41, 0.7],[0.41,0.7]) ([0.32, 0.61],[0.61,0.89])
A4 ([0.41, 0.82],[0.41,0.82]) ([0, 0.41],[0.28,0.45]) ([0.17, 0.63],[0.41,0.7]) ([0.59, 0.72],[0.69,0.96])
A5 ([0, 0.41],[0.41,0.82]) ([0.02, 0.43],[0.41,0.6]) ([0, 0.13],[0.28,0.41]) ([0.59, 0.72],[0.87,1])
A6 ([0.01, 0.01],[0.01,0.11]) ([0.11, 0.11],[0.11,0.09]) ([0.09, 0.09],[0.09,0.18]) ([0.09, 0.09],[0.09,0.88])
A7 ([0.42, 0.83],[0.68,0.85]) ([0, 0.41],[0.4,0.59]) ([0.28, 0.41],[0.56,0.69]) ([0, 0.31],[0.6,0.72])
A8 ([0.41, 0.6],[0.55,0.95]) ([0.13, 0.55],[0.43,0.84]) ([0.4, 0.69],[0.69,0.99]) ([0.03, 0.62],[0.34,0.77])
A9 ([0, 0.41],[0.41,0.82]) ([0.28, 0.45],[0.42,0.83]) ([0.56, 0.99],[0.7,1]) ([0.32, 0.61],[0.4,0.85])

An example of normalization for benefit criteria is explained for IR(n11) for Group A:

IR(n11) = ([0.00, 0.22], [0.26, 0.38]) =
([1.27− 1.27

8.74− 1.27
,

2.91− 1.27
8.74− 1.27

]
,
[3.22− 1.27
8.74− 1.27

,
4.07− 1.27
8.74− 1.27

])
An example of normalization for cost criteria is explained for IR(n13) for Group A:

IR(n13) = ([0.00, 0.19], [0.16, 0.57]) =
([8.77− 8.77

3.76− 8.77
,

7.84− 8.77
3.76− 8.77

]
,
[7.96− 8.77
3.76− 8.77

,
5.93− 8.77
3.76− 8.77

])
Step 3: In this step, Equation (10) is applied in order to perform the weighting of the previously

obtained matrix with the criterion values identified by using the FUCOM method. An example of the
calculation of this matrix shown in Table 5 is as follows:

IR(V11) = ([0.00, 0.04, 0.05, 0.07]) = ([0.00× 0.183, 0.22× 0.183, 0.26× 0.183, 0.38× 0.183])
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Table 5. Weighted normalized interval rough matrix.

C1 C2 C3 . . . C9

Group A

A1 ([0, 0.04],[0.05,0.07]) ([0.07, 0.1],[0.08,0.11]) ([0, 0.02],[0.02,0.05])

...

([0.02, 0.05],[0.04,0.06])
A2 ([0.06, 0.11],[0.11,0.16]) ([0, 0.04],[0.04,0.07]) ([0.04, 0.06],[0.06,0.1]) ([0.05, 0.07],[0.07,0.08])
A3 ([0.14, 0.17],[0.16,0.18]) ([0.06, 0.07],[0.1,0.11]) ([0.02, 0.06],[0.06,0.1]) ([0.05, 0.06],[0.06,0.07])
A4 ([0.1, 0.12],[0.11,0.13]) ([0.03, 0.05],[0.06,0.07]) ([0, 0.02],[0.01,0.03]) ([0.05, 0.07],[0.05,0.07])
A5 ([0.06, 0.11],[0.11,0.16]) ([0, 0.04],[0,0.05]) ([0.02, 0.06],[0.05,0.07]) ([0.05, 0.07],[0.06,0.07])
A6 ([0.01, 0.04],[0.05,0.07]) ([0.07, 0.08],[0.09,0.1]) ([0.02, 0.06],[0.06,0.1]) ([0.05, 0.07],[0.06,0.07])
A7 ([0.05, 0.07],[0.1,0.12]) ([0.03, 0.07],[0.07,0.1]) ([0.01, 0.05],[0.03,0.09]) ([0.03, 0.07],[0.05,0.07])
A8 ([0.11, 0.13],[0.11,0.16]) ([0.07, 0.08],[0.07,0.1]) ([0, 0.04],[0.02,0.05]) ([0, 0.04],[0.03,0.07])

Group B

A1 ([0.04, 0.07],[0.04,0.07]) ([0.04, 0.06],[0.07,0.08]) ([0, 0.01],[0.02,0.03])

...

([0.03, 0.06],[0.06,0.07])
A2 ([0.04, 0.07],[0.06,0.14]) ([0, 0.04],[0.04,0.08]) ([0, 0.02],[0.01,0.03]) ([0.03, 0.04],[0.05,0.06])
A3 ([0.06, 0.14],[0.11,0.14]) ([0.04, 0.06],[0.08,0.09]) ([0.03, 0.04],[0.05,0.06]) ([0.03, 0.06],[0.04,0.07])
A4 ([0.04, 0.07],[0.11,0.14]) ([0.04, 0.06],[0.04,0.08]) ([0.02, 0.03],[0.03,0.04]) ([0, 0.03],[0.02,0.03])
A5 ([0, 0.12],[0.06,0.14]) ([0, 0.02],[0.03,0.04]) ([0.05, 0.06],[0.07,0.08]) ([0.03, 0.04],[0.05,0.05])
A6 ([0.04, 0.07],[0.14,0.17]) ([0.04, 0.08],[0.08,0.1]) ([0.04, 0.07],[0.05,0.07]) ([0.05, 0.06],[0.06,0.07])

Group C

A1 ([0.08, 0.11],[0.15,0.19]) ([0.05, 0.07],[0.1,0.12]) ([0.01, 0.04],[0.04,0.07])

...

([0.03, 0.04],[0.05,0.06])
A2 ([0.15, 0.19],[0.15,0.19]) ([0, 0.05],[0.05,0.1]) ([0, 0.01],[0.03,0.04]) ([0.05, 0.06],[0.07,0.08])
A3 ([0, 0.08],[0.08,0.15]) ([0.05, 0.07],[0.1,0.12]) ([0.04, 0.07],[0.04,0.07]) ([0.03, 0.05],[0.05,0.08])
A4 ([0.08, 0.15],[0.08,0.15]) ([0, 0.05],[0.03,0.05]) ([0.02, 0.06],[0.04,0.07]) ([0.05, 0.06],[0.06,0.08])
A5 ([0, 0.08],[0.08,0.15]) ([0, 0.05],[0.05,0.07]) ([0, 0.01],[0.03,0.04]) ([0.05, 0.06],[0.07,0.08])
A6 ([0, 0],[0,0.02]) ([0.01, 0.01],[0.01,0.01]) ([0.01, 0.01],[0.01,0.02]) ([0.01, 0.01],[0.01,0.07])
A7 ([0.08, 0.15],[0.13,0.16]) ([0, 0.05],[0.05,0.07]) ([0.03, 0.04],[0.05,0.07]) ([0, 0.03],[0.05,0.06])
A8 ([0.08, 0.11],[0.1,0.18]) ([0.01, 0.06],[0.05,0.1]) ([0.04, 0.07],[0.07,0.1]) ([0, 0.05],[0.03,0.06])
A9 ([0, 0.08],[0.08,0.15]) ([0.03, 0.05],[0.05,0.1]) ([0.05, 0.1],[0.07,0.1]) ([0.03, 0.05],[0.03,0.07])

Step 4 and 5. The following section presents the weighted IR sequences, IR(Si) and IR(SWi), which
are further used to compare the alternatives. The sequences IR(Si) and IR(SWi) are obtained using
Equations (11)–(13) and are shown in Table 6.

The sequence IR(Si) for the first alternative for Group A is obtained as follows:

IR(S1) = ([0.28, 0.50, 0.46, 0.72]) =


0.00 + 0.07 + 0.00 + 0.05 + 0.05 + 0.04 + 0.05 + 0.00 + 0.02,
0.04 + 0.10 + 0.02 + 0.07 + 0.07 + 0.06 + 0.06 + 0.04 + 0.05,
0.05 + 0.08 + 0.02 + 0.05 + 0.08 + 0.05 + 0.06 + 0.03 + 0.04,
0.07 + 0.11 + 0.05 + 0.09 + 0.10 + 0.07 + 0.09 + 0.07 + 0.06


The sequence IR(SWi) for the first alternative for Group A is obtained as follows:

IR(SW1) = [5.51, 8.26, 8.18, 8.64]



(0.00 )0.183 + (0.58 )0.114 + (0.00 )0.096 + (0.39)0.134 + (0.41 )0.122

+(0.56)0.071 + (0.49)0.099 + (0.00)0.099 + (0.28)0.082,
(0.22 )0.183 + (0.87 )0.114 + (0.19 )0.096 + (0.51)0.134 + (0.60 )0.122

+(0.79)0.071 + (0.61)0.099 + (0.44)0.099 + (0.58)0.082,
(0.26 )0.183 + (0.66 )0.114 + (0.16 )0.096 + (0.41)0.134 + (0.68 )0.122

+(0.74)0.071 + (0.58)0.099 + (0.31)0.099 + (0.51)0.082,
(0.38 )0.183 + (0.95 )0.114 + (0.57 )0.096 + (0.70)0.134 + (0.85 )0.122

+(0.99)0.071 + (0.87)0.099 + (0.73)0.099 + (0.74)0.082,
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Table 6. The IR(Si) and IR(SWi) sequences of the IR CoCoSo model.

Alt. IR(Si) IR(SWi)

Group A

A1 ([0.28, 0.50],[0.46,0.72]) ([5.51, 8.26],[8.18,8.64])
A2 ([0.31, 0.56],[0.55,0.84]) ([7.07, 8.41],[8.38,8.82])
A3 ([0.39, 0.66],[0.67,0.93]) ([7.23, 8.57],[8.58,8.92])
A4 ([0.30, 0.53],[0.53,0.72]) ([6.16, 8.31],[8.31,8.64])
A5 ([0.25, 0.57],[0.54,0.78]) ([6.76, 8.35],[8.16,8.72])
A6 ([0.27, 0.58],[0.48,0.74]) ([7.42, 8.38],[8.19,8.65])
A7 ([0.22, 0.50],[0.52,0.77]) ([6.77, 8.26],[8.33,8.71])
A8 ([0.33, 0.56],[0.51,0.77]) ([5.37, 8.33],[7.49,8.63])

Group B

A1 ([0.30, 0.50],[0.46,0.72]) ([6.92, 8.25],[8.11,8.64])
A2 ([0.33, 0.63],[0.57,0.87]) ([6.98, 8.50],[8.38,8.84])
A3 ([0.23, 0.53],[0.53,0.78]) ([5.31, 8.30],[8.31,8.74])
A4 ([0.30, 0.59],[0.57,0.82]) ([6.94, 8.44],[8.36,8.77])
A5 ([0.23, 0.58],[0.50,0.78]) ([6.04, 8.40],[8.24,8.73])
A6 ([0.23, 0.48],[0.58,0.86]) ([5.29, 8.17],[8.30,8.82])

Group C

A1 ([0.28, 0.53],[0.60,0.85]) ([7.51, 8.38],[8.46,8.82])
A2 ([0.37, 0.56],[0.63,0.81]) ([5.51, 8.25],[8.49,8.76])
A3 ([0.25, 0.56],[0.56,0.86]) ([6.82, 8.40],[8.40,8.84])
A4 ([0.30, 0.59],[0.48,0.74]) ([5.41, 8.35],[8.18,8.65])
A5 ([0.17, 0.42],[0.49,0.73]) ([4.30, 8.05],[8.20,8.64])
A6 ([0.11, 0.11],[0.11,0.19]) ([6.90, 6.90],[6.90,7.27])
A7 ([0.28, 0.60],[0.62,0.83]) ([5.30, 8.41],[8.50,8.80])
A8 ([0.23, 0.55],[0.45,0.82]) ([6.73, 8.40],[8.02,8.76])
A9 ([0.23, 0.54],[0.48,0.83]) ([6.22, 8.35],[8.27,8.80])

Step 6: Applying Equations (14)–(17), the relative significance of the alternatives is obtained within
the aggregation strategies. When calculating the relative significance of alternatives within the third
aggregation strategy, the value of the coefficient λ is taken as 0.5. The effect of changing the coefficient
λ (0 ≤ λ ≤ 1) on the change in the relative significance of alternatives has been considered in the
discussion of the results. The relative significance of the alternatives within the integration strategies,
as well as the final ranking of alternatives by Groups A, B, and C, is shown in Table 7.

First, it is required to calculate the sum of matrices IR(Si) and IR(SWi). In this way, the matrix
IR(Ti) is obtained by applying Equation (14).

IR(Ti) =



5.79, 8.76, 8.64, 9.36
7.39, 8.96, 8.93, 9.66
7.63, 9.24, 9.25, 9.85
6.46, 8.84, 8.85, 9.36
7.01, 8.92, 8.70, 9.50
7.69, 8.96, 8.67, 9.40
6.99, 8.76, 8.86, 9.48
5.71, 8.89, 8.00, 9.40
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Table 7. The relative significance of the alternatives and the final ranking of the alternatives.

Alt. IR (kia) IR (kib) IR (kic) Rank

Group A

A1 ([0.08, 0.13],[0.12,0.17]) ([1.03, 2.20],[1.91,4.86]) ([0.59, 0.95],[0.94,1.20]) 8
A2 ([0.10, 0.13],[0.13,0.18]) ([1.26, 2.34],[2.11,5.46]) ([0.75, 0.97],[0.97,1.24]) 2
A3 ([0.10, 0.13],[0.13,0.18]) ([1.39, 2.59],[2.37,5.86]) ([0.77, 1.00],[1.00,1.26]) 1
A4 ([0.09, 0.13],[0.12,0.17]) ([1.13, 2.27],[2.08,4.87]) ([0.66, 0.96],[0.96,1.20]) 5
A5 ([0.09, 0.13],[0.12,0.17]) ([1.14, 2.35],[2.06,5.16]) ([0.71, 0.96],[0.94,1.21]) 3
A6 ([0.10, 0.13],[0.12,0.17]) ([1.23, 2.37],[1.96,4.97]) ([0.78, 0.97],[0.94,1.20]) 4
A7 ([0.09, 0.13],[0.12,0.17]) ([1.09, 2.19],[2.05,5.10]) ([0.71, 0.95],[0.96,1.21]) 7
A8 ([0.08, 0.13],[0.11,0.17]) ([1.09, 2.33],[1.93,5.08]) ([0.58, 0.96],[0.87,1.20]) 6

Group B

A1 ([0.13, 0.17],[0.16,0.24]) ([1.21, 2.10],[1.95,4.82]) ([0.74, 0.98],[0.94,1.28]) 6
A2 ([0.13, 0.17],[0.17,0.25]) ([1.27, 2.42],[2.22,5.53]) ([0.75, 1.02],[0.98,1.33]) 1
A3 ([0.10, 0.17],[0.17,0.24]) ([0.93, 2.16],[2.12,5.11]) ([0.57, 0.99],[0.97,1.30]) 4
A4 ([0.13, 0.17],[0.17,0.25]) ([1.23, 2.32],[2.21,5.26]) ([0.75, 1.01],[0.98,1.31]) 2
A5 ([0.11, 0.17],[0.16,0.24]) ([1.02, 2.29],[2.05,5.10]) ([0.65, 1.00],[0.96,1.30]) 3
A6 ([0.10, 0.16],[0.17,0.25]) ([0.93, 2.05],[2.22,5.46]) ([0.57, 0.97],[0.97,1.32]) 5

Group C

A1 ([0.09, 0.11],[0.12,0.17]) ([2.56, 6.28],[6.94,10.05]) ([0.80, 0.98],[1.01,1.23]) 3
A2 ([0.07, 0.11],[0.12,0.17]) ([2.74, 6.54],[7.18,9.71]) ([0.61, 0.97],[1.01,1.21]) 2
A3 ([0.08, 0.12],[0.11,0.17]) ([2.29, 6.50],[6.5,10.16]) ([0.73, 0.98],[0.99,1.23]) 4
A4 ([0.07, 0.11],[0.11,0.16]) ([2.34, 6.80],[5.72,8.98]) ([0.59, 0.98],[0.96,1.19]) 5
A5 ([0.05, 0.11],[0.11,0.16]) ([1.49, 5.10],[5.79,8.88]) ([0.46, 0.93],[0.96,1.19]) 8
A6 ([0.08, 0.09],[0.09,0.13]) ([1.52, 2.00],[2.00,3.45]) ([0.72, 0.77],[0.78,0.95]) 9
A7 ([0.07, 0.12],[0.12,0.17]) ([2.23, 6.87],[7.06,9.92]) ([0.58, 0.99],[1.01,1.22]) 1
A8 ([0.08, 0.12],[0.11,0.17]) ([2.19, 6.46],[5.46,9.77]) ([0.72, 0.98],[0.94,1.22]) 7
A9 ([0.08, 0.11],[0.11,0.17]) ([2.11, 6.31],[5.77,9.87]) ([0.67, 0.97],[0.97,1.22]) 6

An example of the calculation is as follows:

IR(T1) = [5.79, 8.76, 8.64, 9.36] = [5.51 + 0.28, 8.26 + 0.50, 8.18 + 0.46, 8.64 + 0.72]

Subsequently, all values by columns are summed and a matrix is obtained:

∑
IR(Ti) = [54.66, 71.33, 69.89, 76.00] =


5.79 + 7.39 + 7.63 + 6.46 + 7.01 + 7.69 + 6.99 + 5.71
8.76 + 8.96 + 9.24 + 8.84 + 8.92 + 8.96 + 8.76 + 8.89
8.64 + 8.93 + 9.25 + 8.85 + 8.70 + 8.67 + 8.86 + 8.00
9.36 + 9.66 + 9.85 + 9.36 + 9.50 + 9.40 + 9.48 + 9.40


Applying Equation (15), the first aggregation strategy is obtained:

kia =
IR(Ti)∑

IR(Ti)
= [0.08, 0.13, 0.12, 0.17] =

[ 5.79
76.00

,
8.76
69.89

,
8.64
71.33

,
9.36
54.66

]
Applying Equation (16), the second aggregation strategy is obtained:

kib =
Si

min
i

Si
+

SWi
min

i
SWi

= [1.03, 2.20, 1.91, 4.86] =
[0.28

0.72
+

5.51
8.63

]
,
[0.50

0.46
+

8.26
7.49

]
,
[0.46

0.50
+

8.18
8.26

]
,
[0.72

0.22
+

8.64
5.37

]

Applying Equation (17), the third aggregation strategy is obtained:
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First, the following matrix is calculated:

λ(Si) + (1− λ)(SWi) =



2.89, 4.38, 4.32, 4.68
3.69, 4.48, 4.46, 4.83
3.81, 4.62, 4.62, 4.92
3.23, 4.42, 4.42, 4.68
3.51, 4.46, 4.35, 4.75
3.85, 4.48, 4.34, 4.70
3.49, 4.38, 4.43, 4.74
2.85, 4.45, 4.00, 4.70


whose elements are obtained as follows:

λ(S1) + (1− λ)(SW1) = [2.89, 4.38, 4.32, 4.68] =


0.50× 0.28 + (1− 0.50) × 5.51
0.50× 0.50 + (1− 0.50) × 8.26
0.50× 0.46 + (1− 0.50) × 8.18
0.50× 0.72 + (1− 0.50) × 8.64


After that, the following matrix is calculated:

(λmax
i

Si + (1− λ)max
i

SWi) = [3.91, 4.62, 4.62, 4.92]

and kic is obtained as follows:

k1c = [0.59, 0.95, 0.94, 1.20] =
[2.89
3.91

,
4.38
4.62

,
4.32
4.62

,
4.68
4.92

]
Step 7. The final ranking of the alternatives is obtained by applying Equation (18).

k1 = [0.92, 1.73, 1.59, 3.08] =


(0.08× 1.03× 0.59)

1
3 + 1

3 (0.08 + 1.03 + 0.59)

(0.13× 2.20× 0.95)
1
3 + 1

3 (0.13 + 2.20 + 0.95)

(0.12× 1.91× 0.94)
1
3 + 1

3 (0.12 + 1.91 + 0.94)

(0.17× 4.86× 1.20)
1
3 + 1

3 (0.17 + 4.86 + 1.20)


The alternatives are ranked based on the value of k, whereby it is preferable that the alternative

has a value of k as high as possible. Based on the values obtained, it can be concluded that the initial
ranking of suppliers using the FUCOM-IR CoCoSo model is; Group A: A3 > A2 > A5 > A6 > A4 > A8
> A7 > A1, Group B: A2 > A4 > A5 > A3 > A6 > A1, and Group C: A7 > A2 > A1 > A3 > A4 > A9 > A8
> A5 > A6.

5. Validation of the Results through Sensitivity Analysis

In the following part, the results presented in the previous section are validated through sensitivity
analysis. Validation was performed throughout three phases. In the first phase, the impact of changing
the parametersλ and ρ on the ranking results was analyzed. In the second phase, the impact of changing
the most significant criterion on the ranking results was performed. In the third phase, the results of
the FUCOM-IRN CoCoSo model were compared with the results of other multi-criteria techniques.

In the earlier research [39], it is shown that changes in the parameter ρ lead to the transformation
of Dombi functions, and thus to the change in the values of the functions. The impact of the parameters
ρ on the results of the functions can be significant. It is therefore a logical step to check the impact of
the parameters ρ on the final ranking results when validating the results. An analysis of the change in
the value of the parameter ρ was performed throughout a total of 100 scenarios, where the change
of the parameter ρ was analyzed in the interval ρ ∈ [1, 100]. The change in the parameter ρ in the
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interval ρ ∈ [1, 100] was analyzed in each of the considered groups of suppliers (Group A, B, and
C). The results of the impact of the parameter ρ on changes in the values of the criterion functions of
alternatives are shown in Figure 5.
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Generally, increasing the value of the parameter ρ, the process of calculating the IRN Dombi
functions is becoming more complex. Decision-makers most often choose the value of this parameter
in accordance with their preferences. When making decisions in real systems and in real time, it is
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recommended that value one is taken for the value of ρ. The parameter value ρ = 1 simplifies the
decision-making process. Figure 5 shows that when the parameter ρ has different values, the ranking
positions of the considered alternatives in Group B remain the same. In Group A, the parameter values
of the sixth-ranked and seventh-ranked alternatives (A7 and A8) have swapped places, while, for the
remaining values of the parameter ρ, the initial ranking from Table 7 has been confirmed. At the same
time, the rankings of the remaining alternatives are unchanged. It is similar in Group C of suppliers.
For parameter values ρ > 1, the fourth-ranked and fifth-ranked alternatives (A1 and A4) have swapped
places, while the rankings of the remaining alternatives are unchanged. This means that there is a
satisfactory advantage between the most influential alternatives and that the alternatives A3 and A2
(Group A), A2 and A4 (Group B), and A7 and A2 (Group C) stand out as dominant in the considered
set. Thus, changes in the value of the parameter ρ have an impact on the change in the value of the
criterion functions of the alternatives, but these changes are insufficient to cause major changes in
the ranks.

In the following part, the impact of changing the parameter λ on the rankings of alternatives
is discussed. Throughout 100 scenarios, the analysis of the impact of the coefficient λ value on the
change of the criterion functions and the rankings of the alternatives have been analyzed. In the initial
scenario (S1), the value of λ = 0.01 has been considered. In each subsequent scenario, the value of λ is
increased by the value of 0.01. Thus, a total of 100 scenarios have been formed. The results show that
the parameter λ does not affect changes in the value of the criterion functions, and nor the supplier
ranks. It should be emphasized that this only applies to the example discussed in this paper. For other
values of the alternatives in the initial decision matrix, the impact of the parameter λ may influence
the change in the result. Therefore, such an analysis should be an indispensable step in checking the
stability of proposed ranks.

In the second phase of result validation, i.e., sensitivity analysis, an analysis of the impact of
changing the most significant criterion (C1) on the ranking results by supplier groups has been
performed. Based on the recommendations given in [40–42], a total of 20 scenarios are formed applying
Equation (21), [41].

Wnβ = (1−Wnα)
Wβ

(1−Wn)
(21)

where Wnβ represents the corrected value of criteria C2–C9, Wnα represents the impaired value of
the C1 criterion, Wβ represents the original value of the considered criterion, and Wn represents the
original value of the C1 criterion.

In the first scenario, the value of the C1 criterion was reduced by 2%, while the values of the
remaining criteria were proportionally corrected using Equation (21). In each subsequent scenario, the
value of the C1 criterion was reduced by 5% while the values of the remaining criteria were adjusted to
meet the condition

∑n
j=1 w j = 1. After the formation of new 20 vectors of the weight coefficients of the

criteria for each supplier group, new supplier ranks were obtained (Figure 6).
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Analyzing the data from sensitivity analysis (Figure 6), we can conclude the following:

(1) Group A: Changes in the values of the most significant criterion C1 lead to the changes in the ranks
of alternatives A1, A2, A4, A6, A7, and A8. The first-ranked alternative A3 and the fourth-ranked
alternative A5 have maintained their positions across all 20 scenarios. Thus, we can conclude
that the alternative A3 stands out as the best and has a sufficient advantage over the remaining
alternatives. In addition, rank correlation analysis using Spearman’s correlation coefficient has
confirmed that the rank changes of the above alternatives are minimal since the average value of
the Group A correlation coefficient is 0.88. This value of the correlation coefficient shows that
there is a high correlation of the obtained ranks with the initial rank from Table 3, i.e., the changes
in the ranks are minimal. Thus, we can conclude that the rank obtained is confirmed and credible.

(2) Group B: From Figure 6, we can see that changes in the value of criterion C1 lead to a change in the
rank of the fourth-ranked and fifth-ranked alternatives, A3 and A6. The remaining alternatives
have maintained their positions throughout all 20 scenarios. This shows us that alternatives
A2 and A4 stand out as the best alternatives that have a sufficient advantage over the other
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alternatives. As with Group A, there is a high rank correlation here as well, which is confirmed
by the mean of correlation coefficient in Group B (Group B = 0.97) which is extremely high.

(3) Group C: Changes in the values of the C1 criterion in 20 scenarios lead to a change in the ranks of
alternatives A2, A1, A3, and A4. At the same time, the remaining alternatives A7, A9, A8, A5,
and A6 have maintained their rankings across all 20 scenarios. The best-ranked alternative A7
has remained the best-ranked alternative in all 20 scenarios, and we can conclude that the A7
alternative has a sufficient advantage over the remaining alternatives. The Spearman’s correlation
coefficient (Group C = 0.91) shows that there is a high correlation between the obtained ranks and
the initial rank from Table 7, which leads us to the conclusion that the rank obtained is confirmed
and credible.

In the third phase, the rankings of the IRN CoCoSo models were compared with the results of
other multi-criteria techniques: IRN WASPAS [43,44], IRN MABAC [43], and IRN MAIRCA [41]. The
results of the ranking when applying the above multi-criteria techniques are shown in Figure 7.
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The ranking results show that all multi-criteria models for Group B and Group C confirm the
rankings of the first-ranked alternatives, A2 and A4 (Group B) and A7 and A2 (Group C). With Group
A, by all multi-criteria techniques, the two best-ranked alternatives are A3 and A2. In all models, A3 is
the best-ranked, while A2 is the second-ranked alternative according to IRN CoCoSo, IRN MABAC and
IRN MAIRCA models. Only according to the IRN WASPAS model, the alternative A2 is third-ranked.
Based on the above comparisons for Group A, we can identify a set of alternatives {A3, A2} as the most
dominant and having a significant advantage over the remaining alternatives. In addition, since the
A3 alternative is first-ranked in all the models, we can conclude that the A3 alternative dominates A2
and the remaining alternatives in Group A. Based on the results presented, it can be concluded that the
rank suggested by the IR CoCoSo model has been confirmed.

6. Conclusions

In this paper, a new multi-parameter model for stock management in the storage system and cost
rationalization related to the activities and processes that take place in the storage system has been
formed. Multiple techniques have been integrated in order to obtain a unique model that provides good
results and helps to run an efficient and sustainable business. First, on the basis of the data collected
on an annual basis, the products were classified according to ABC analysis, taking into account the
cost values of the procurement, which was a prerequisite for its completion. The purpose of using
this analysis is to establish a functional control and management system within the procurement and
warehousing business, and thus creating the possibility of achieving greater economy of the company.

Subsequently, each group of products was individually examined, a list of potential suppliers was
formed for each group separately and criteria that would be used for the evaluation of alternatives
were determined. The FUCOM method was applied to determine the weights of nine criteria. The
criteria were evaluated separately for each group and therefore their values were different. Since it
was a group decision-making, the initial matrix was obtained by applying the IRN Dombi weighted
geometric averaging (IRNDWGA) operator. Then, the IR CoCoSo approach was used for the evaluation
of suppliers for all product groups A, B and C.

To determine the validity of the results obtained, an extensive sensitivity analysis was performed
throughout several phases. The first phase involved changing the parameter ρ in the IRNDWGA
operator, from which it was concluded that there was a satisfactory advantage among the most
influential alternatives. This means that changes in the value of the parameter ρ affected the changes in
the value of the criterion functions of the alternatives, but the changes were not sufficient to cause major
changes in ranks. Subsequently, a total of 100 scenarios were formed which implied a change in the
value of the parameter λ, which in no scenario influenced the change of ranks. Then, 20 scenarios were
formed in which the analysis of the impact of changing the most significant criterion was performed,
which influenced the changes of ranks, but not to a great extent. Additionally, it is important to note
here that the first-ranked alternatives for all product categories remained in their positions. In addition
to all the above, there was a comparison with other Interval Rough Number MCDM approaches: IRN
MAIRCA (MultiAtributive Ideal-Real Comparative Analysis), IRN MABAC (Multi-Attributive Border
Approximation area Comparison) and IRN WASPAS (Weighted Aggregated Sum Product ASsessment),
which also confirmed the validity of the proposed methodology in this paper. Spearman’s correlation
coefficient was also calculated, showing a very high correlation of ranks.

The concluding considerations move towards highlighting the contributions of this research, and
they are as follows. A unique multi-parameter model has been created to assist in adequate and efficient
management of the storage system, while respecting financial parameters that are crucial to achieve
sustainability in any business today. A new IRNDWGA operator has been developed to average the
initial matrix, which in future research can be applied to any problem in group decision-making based
on interval rough numbers. A new IR CoCoSo approach, which can also be applied to such and similar
models in the future, has been developed. Stock management policies have been defined in accordance
with individual product categories A, B, and C.
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In addition to the suggestions for future research that are outlined through contribution
highlighting, the following directions can be emphasized too. Since it is necessary to perform ABC
analysis at regular intervals constantly, it can be implemented in combination with XYZ analysis [45],
so that their cross-analysis would produce new results. The integration of such approaches with
MCDM methods and theories of uncertainty are surely possible continuations of this research.

Author Contributions: Conceptualization, Ž.S.; methodology, Ž.E., D.P. and Ž.S.; validation, D.P. and V.S.
formal analysis, S.Ž.; investigation, G.M. and S.Ž.; data curation, G.M.; writing—original draft preparation, Ž.E.;
writing—review and editing, V.S.

Funding: This research received no external funding.

Conflicts of Interest: The authors declare no conflict of interest.

Appendix A

Based on arithmetic operations with interval rough numbers [46] and rough Dombi T-norm and
T-conorm [39], the IRN Dombi weighted geometric averaging (IRNDWGA) operator is derived.

Definition A1. Let IRN(ϕ j) =
[
RN(ϕl j), RN(ϕuj)

]
=

([
ϕ

l j
,ϕl j

]
,
[
ϕ

uj
,ϕuj

])
, ( j = 1, 2, . . . , n), be the set of

interval rough numbers (IRNs) in R, and w j ∈ [0, 1] represents the weight coefficient of IRN(ϕ j),( j = 1, 2, . . . , n),

which fulfills the requirement that
n∑

j=1
w j = 1. Then the IRNDWGA operator can be defined as follows:

IRNDWGA
{
IRN(ϕ1), IRN(ϕ2), . . . , IRN(ϕn)

}
=

n∏
j=1

(
IRN(ϕ j)

)w j (A1)

Theorem A1. Let IRN(ϕ j) =
([
ϕ

l j
,ϕl j

]
,
[
ϕ

uj
,ϕuj

])
, ( j = 1, 2, . . . , n), be the set of IRNs in R, then the

aggregated values of interval rough numbers from the set R can be determined by using Equation (A1). The
aggregated IRN values are obtained by using Equation (A2).

IRNDWGA
{
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1/ρ





(A2)

where w j ∈ [0, 1] represent weight coefficients of RN(ϕ j), j = 1, 2, . . . , n, which fulfill the requirement

that
n∑

j=1
w j = 1 and f

(
IRN(ϕ j)

)
=


f
(
ϕ

l j
)
)
=

ϕ
l j∑n
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; f

(
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f
(
ϕ
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(
ϕl j
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=

ϕuj∑n
j=1 ϕuj

.
represents the IRN function.
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Proof. If n = 2, based on Dombi operations with IRN, we obtain the following equation:
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If n = r, based on Equation (A2), we obtain the following equation:
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If n = r + 1, we obtain the following equation:
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We can conclude that Theorem A1 is true for n = r + 1, then Equation (A2) is valid for all n. �
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