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Abstract: This paper is concerned with the least squares estimation of drift parameters for
the Cox-Ingersoll-Ross (CIR) model driven by small symmetrical a-stable noises from discrete
observations. The contrast function is introduced to obtain the explicit formula of the estimators and
the error of estimation is given. The consistency and the rate of convergence of the estimators are
proved. The asymptotic distribution of the estimators is studied as well. Finally, some numerical
calculus examples and simulations are given.
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1. Introduction

Stochastic differential equations driven by Brownian motion are always used to model the
phenomena influenced by stochastic factors such as molecular thermal motion and short-term interest
rate [1,2]. When establishing a pricing formula, the parameters in stochastic models describe the
relevant asset dynamics. Nevertheless, in most cases, parameters are always unknown. Over the past
few decades, many authors have studied the parameter estimation problem by maximum likelihood
estimation [3-5], least squares estimation [6-8], and Bayes estimation [9,10]. However, non-Gaussian
noise such as a-stable noise can more accurately reflect the practical random perturbation. Therefore,
stochastic differential equations driven by a-stable noise have been investigated by many authors in
recent years. Particularly, the parameter estimation problem has been discussed as well [11,12].

The Cox-Ingersoll-Ross (CIR) model [13,14] introduced in 1985 is an extension of the Vasicek
model [15]; it is mean-reverting and remains non-negative. As we all know, the parameter estimation
problem for the CIR model has been well studied [16,17]. However, many financial processes exhibit
discontinuous sample paths and heavy-tailed properties (e.g., certain moments are infinite). These
features cannot be captured by the CIR model. Therefore, it is natural to replace the Brownian motion
by an a-stable process. In recent years, parameter estimation problems for the Levy-type CIR model
have been discussed in some literature studies. For example, Ma and Yang [18] used least squares
methods to study the parameter estimation problem for the CIR model driven by a-stable noises.
Li and Ma [19] derived the conditional least squares estimators for a stable CIR model. However, the
asymptotic distribution of the estimators has not been discussed in the literature. Asymptotic properties
of estimators such as consistency, asymptotic distribution of estimation errors, and hypothesis tests can
reflect the effectiveness of estimators and estimation methods, which helps to obtain a more reasonable
economic model structure and more accurately grasp the dynamics of related assets. Therefore, it is of
great important to study these topics.

The parameter estimation problem for the discretely observed CIR model with small symmetrical
a-stable noises is studied in this article. The contrast function is introduced to obtain the least squares
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estimators. The consistency and asymptotic distribution of the estimators are derived by Markov
inequality, Cauchy-Schwarz inequality and Gronwall’s inequality. Some numerical calculus examples
and simulations are given as well.

The structure of this paper is as follows. In Section 2, we introduce the CIR model driven by
small symmetrical a-stable noises and obtain the explicit formula of the least squares estimators. In
Section 3, the consistency and asymptotic distribution of the estimators are studied. In Section 4, some
simulation results are made. The conclusions are given in Section 5.

2. Problem Formulation and Preliminaries

In this paper, notation “ P"is used to denote “convergence in probability” and notation “=" is
used to denote “convergence in distribution”. We write d for equality in distribution.

Let (Q), ,P) be a basic probability space equipped with a right continuous and increasing family
of o-algebras {Fi};59 and Z = {Z;,t > 0} be a strictly symmetric a-stable Levy motion.

A random variable 7 is said to have a stable distribution with index of stability a € (0, 2], scale
parameter ¢ € (0, ), skewness parameter € [—1, 1], and location parameter u € (—oo, 00), if it has the
following characteristic function:

(1) = Eexplin] = { expl-o° " (1. - Psgn(u) tan F) + i, ifa # 1
exp{—alul(l +ipZsgn(u)loglul) + wu}, ifa =1.

We denote 1 ~ Su(0, B, 1t). When u = 0, we say 7 is strictly a-stable, if in addition f = 0, we call
symmetrical a-stable. Throughout this paper, it is assumed that a-stable motion is strictly symmetrical
and a € (1,2).

In this paper, we study the parametric estimation problem for the Cox-Ingersoll-Ross Model
driven by small a-stable noises described by the following stochastic differential equation:

aX; = (91 — szt)di’ +¢ \/Edzt,t € [O, 1] (1)
Xo = xo,
where 601 and 6, are unknown parameters. We assume that ¢ € (0, 1].
To get the least squares estimators, we introduce the following contrast function:
n 2
Xt — Xp,_, — (01— 02X4,_, ) Ati4]
Pue(01,02) = )| ! L, @)

2 .
P & Xt,',1Atl—1

where At; 1 =t;—t;_ 1 = % Then, the least squares estimators éln,g and éznlg are defined as follows:
Pn,e (él,n/ éz,n) = minpn,s (011 62)

It is easy to obtain the least squares estimators:

5 n n Xy n 5 n
Y Xy n Yo = L Xy g 40t (X=X )
6 =1 i=1 “ti-1i=1 i=1
Ine — n n
n2-y, Xti—l Y %
i=1 i=1 “ti-1 3
3 P n Xf n n 1 ( )
n>-n* 3y, X —+n}Y (Xti_Xfi_l)Z X
é _ i—1 “tic1 =1 i—1 “ti-1
2n,e — ) i )E 1 .
n=—y, X. —
P R e R
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3. Main Results and Proofs
(X9, > 0) be the solution to the underlying ordinary differential equation under the
@)

Let X0 =

true value of the parameters:
dX? = (61 - szg)dt, X8 = Xp.

Note that , t

1 i i
Xt = X1, = ~01-0, f Xsds +e | \XsdZs.
ti1 tia

Then, we can give a more explicit decomposition for 01, . and 0y, . as follows

©)

0 ! d; X
n ZE‘l ftl—l th Slzl ti_
Ote = O1 + 2y Y 5 o ): Z
nc=3, X n Xt
P i1 Xf -1
nooy nooy
n2e Y, ft-l VXsdZs ney, J;'l X\/)C azs Yy X; 1
Z1 i1 =11 M T
+ ) [ [ 1 - ) [ [ 1
! _i§ Xt 'Z Mig " _igl Xti’ligl X
)l . 1 .
02 Y. frl ) st dsi Z Xty 02 Y. ftrl ) Xsds
— Z j— 1—
—61+ i=1 1 _ 1n171 ln 171
- Z iy Z Xt 1_Hi§ iy EE‘l X1
n t
foti’l\/Xsts ézft lezdzsnzx,
=1
n
1-1 Z X 1Y ¢
= R

+ O 0
-3 Y Xy 2 Y xt

= e

n%6 ifti Xs ds no ifr" X

2; 1 im1 K 2o i

2_y ¢ 1
n—ZXtHZ ﬁ

6271,5 =
n2= Z‘ th 1 Z Xt 1
= 1—
n
X
ng):lfti ) \/Xstsv 1X— " éz ft 3 X\F dazs
i= - i=
n?= Z Xtt 1 Z Xt
17 -1

1

n n 1
”Z‘ZX%‘ 1Z X,
i i—1
ezzf_ Xsds1 z X
1—

X
— Gzzlexfs ds
1
lzlezlnz thl ZX’zan szl
n t \/T
U VXedZsk Y, - s 47,
Eiglj;i‘l ’ S”E‘l X Zfl 1Xf1 )
n 1 171
1- nZszan th

1- }l Z Xfl 1 nzg‘l Xti*l
Before giving the theorems, we need to establish some preliminary results

Lemma 1. [20] Let Z be a strictly a-stable Levy process and ¢ € LS, where LS ; is the family of all real-valued
t

(Ft)—predictable processes ¢ on QX [0, e0) such that for every T > 0, [ (s, )|*dt < con.s. Then
0

t
s —Z"Of ¢ (s)ds, as.

0
d
= Z, such that

t t
f P(s)dZs = Z’°f ¢ (s)d
0 0
If Z is symmetric, that is, p = O, then there exists some a-stable Levy process Z'

t ¢
fo O(s)dZs =Z fo lb(s)|*ds, a.s.
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Lemma 2. When ¢ — 0,1 — oo, we have

P
sup |X; —X?| - 0.
0<t<1

Proof. Observe that

t
Xt—X?:—sz(;( Xods+ef VX.dZ,. (6)

By using the Cauchy-Schwarz inequality, we find

IX; — X0 < 262 [ (X, - X0)ds + 262 [} VXedZsP?
<263t [} Xy — XOPdds + 262 sup | f; VKedZsP.

0<t<1
According to Gronwall’s inequality, we obtain
t
IX: — XPP? < 2¢% 2038 sup | | /XedZsf2. 7)
0<t<1
Then, it follows that
t
sup |X¢ — X?I < \/58695 sup | VXsdZg). (8)
0<t<1 0<t<1

Assume that Oirtlflxt = XN > 0, sup X; = X1 < oo By the Markov inequality, for any given 6 > 0, when
st< 0<t<1
¢ = 0, we have

P( V2eet sup Ifot VXsdZs| > 6)

0<t<1

<671 \/EeeegE[ sup Ifot VXdZs|]

0<t<1
< Co™1V2eeE( fo xds)"]
< C571 V2ee? zE[ng] -0,

«\'—‘

where C is a constant.
Therefore, it is easy to check that

sup [X; — X% 5 0. )
0<t<1

The proof is complete.O

Remark 1. In Lemma 2, the following moment inequalities for stable stochastic integrals has been used to obtain
the results:

[

t
Elsupl | 1p(s)ldZsl] < CE[( f I (t)] dt ].
t<T Jo

The above moment inequalities for stable stochastic integrals were established in Theorems 3.1 and 3.2 of [21].

Proposition 1. When ¢ — 0,n — oo, we have

1 P 1
ZZX“‘* 5 f X0,
i=1 0
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Proof. Since "

Iy Iv o 1 0
ZZ Xti—l = EZ Xti,l + EZ (Xti—l th 1)
i=1

i=1 i=1

it is clear that .
Iy, P 0
;ZXtFl% fo XVdt.
i=1

According to Lemma 2, when ¢ — 0,7 — oo, we have

1 n
=Y (X, = X))l < ZIXm X0 1< sup|X; - X0 50

i=1 i=1 0<t<1
Therefore, we obtain
v P f 1 0
- Xt-_ i X7dt.
ni_Zl i-1 0 t
The proof is complete.O

Proposition 2. When ¢ — 0,n — oo, we have

Proof. Since

it is clear that

According to Lemma 2, when ¢ — 0,1 — oo, we have

1E (- g = 11 ey < il
£y — — l——
”i:l Xty th 1 S XX TS 'Xf
pl XY X XY £>0
o < —=t .
0<t<1 XX T o XN

Therefore, we obtain

—Z o f —dt

In the following theorem, the consistency of the least squares estimators is proved.

The proof is complete.

X5 X |

i-1 rzll

50f13

(10)

(11)

(12)

(13)

(14)

(15)

1 ) 5 5 )
Theorem 1. When & — 0,n — coand en'~a — 0, the least squares estimators O1p,cand 03, . are consistent,

namely

A P A P
61n,s - 0y, 9211,5 — 0.
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Proof. According to Propositions 1 and 2, it is clear that

n n 1 1
1
-1y x, 1y 1 i1-f XVt | —dt.
n& . 0 X

When ¢ — 0,n — oo, it can be checked that

922 f

th, 5 ezf —dtf X0dt,
and
n t; P 1
922 f Xods 5 6, f Xdt.
i=1 Yt 0

According to Lemma 2, we have

922 f %s s Zthl—Gzznl‘ j; til Xods 5 0.
=y

l

By the Markov inequality, we have

n i 1% ti
P(le Y ft_tl VXdZs| > 6) < 67le zl EIf VXdZd
i=1""" i= i~

1L . a % 1
<2067 1e Y E| ffl X2ds]" <2067 en' A E[XZ] - 0,
i=1 =

. . . Lot P
where ¢; is constant and implies that ¢ }, ft ) VX;dZs = 0as € = 0,n — oo and en!
i=1""

With the results of Proposition 1 and (16), we have

n ti
€ ; fff-1 VXdZs

- 0.

n
1—-2 X %Z

since

'52 % f \/stzsl%ZI |, VRsdZs]
<ez< X - |f“ VXAZ|

” -1
<€Z|x0 “ft’ N/stzsﬁsuplx solfy, VXdz.

By the Markov inequality, we have

n ti
Plle & 19—, VXsdZsll > 5)
i=1 % T
n ti
<o7le Y I [Blf T VXdZ]
i=1 Tt -

]

n
S2c26‘1s‘2 |X,+|]E[ﬂ’ X2ds)
1 I

_1 n
<206 Venl"a }121| X?l IE[XZ]
1= i-1

1
“a = 0.

6 of 13

(16)

(17)

(18)

(19)

(20)
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n
which implies that ¢ ), | Xol | LA Oas e > 0,n — oo and enl—a — 0. According to Lemma
i=1 Tt
2, when ¢ — 0,n — oo, it is obvious that
1 fi P
esup |- = || VXsdZs| — 0. (21)
0<t<1 Xi Xy Ity

Then, we have
n

SZX

im et

ft VXdzZs 5 0. (22)

Therefore, by (16), (19), and (22), when ¢ — 0,17 — oo and enl‘% — 0, we have
N P
81n,£ - 61-

Using the same methods in Theorem 1, it can be easily checked that

s ds 5o, (23)

i t 1i 1 p L
0> f Xods— f XOdt f —dt. (24)
i—1 Yt Tn i—1 Xt 0 ' 0 X?

Then, according to (16), we have

n n
t; 1 1
62 Z‘ ti-1 Xf ds 62 ; ffi—l Xsdsni;l Xty p

= 0. (25)
1_lZXt11nZXt 1_12Xt11n2X[
Together with the results that
n ti n
S'Z ftH \/?Tsts%Z X;—l
i=1 nz:l £>O, (26)
1 1 1
1 ) Z Xtiflﬁ,z X['7
i=1 i=1" i1
i g
6‘Zl fi-1 )Xid ’ P
Z17” 1v 1 -0 @7)
-5 L XfH Z,Z X;
i=1 i=1" -1
when ¢ — 0,1 — o0 and snl_% — 0, we have
A P
024, = 02
The proof is complete.O
Theorem 2. When ¢ — 0,n — oo and ne — oo,
1 [ & 1 1 22 %
PN 0)24p) " — [ X0at( [ (X0) " #dr)”
16 _6 d(j(‘)(xt) 0 "t 0 t S 100
( 11’1,& 1) - 1_][;1X?dtfol Xi?dt (X( 7Yy )/
1 a % 1 1 -2 %
N X% X0dt—( [ (X9) 4d
_1(9271,5_62)1)(](‘)( t) t) j[‘) t t (J(‘)( t) t) Sa(l,0,0)

1 1
1-fy XVt | Xl—?dt
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Proof. According to the explicit decomposition for 0 nes it is obvious that

X n B nooy
X; ‘S ds% ): Xt 4 e1o, 'Zl ffil—l Xsds
i—

n
— t;
€ ]922 i
Z Z 5 17
Xt 1-52 2 Xt 5
rl i— 1n th 1 ”izl i-1 nizl Xti—l

v z fl. 1 XV?TS dzsgz Xi
Z th 1,,12 Xt

YOy —01) =

From Lemma 2, when ¢ — 0,1 — oo and ne — oo,

n n
-1 1 (i -1 1 ti
e o - Xsds| < €70 - Xsds
| 2.§‘1 X4 jt‘i—l sds| < 21';1 |th-71 “jt‘i—l sds|

n
1 P
<en 1o ¥ (Ix—- 1) sup IXi — 0.
i=1 -1 ti1 i1 b <t<t;

then, it is easy to check that
n t
o) [ xasho

i=1 i1

Together with (12) and (16), we have

-1922f | xSy zxtzl

n
Z Xt %Zl th,

Z_ 1

and ;
ti
716, z ft,-_l Xods

since

n £ n £ n ;
ZI \/Zdzs = ZI XSdZS+ZI (‘/Z_ Xg)dzs'
i=1“ti-1 i=1 Yti-1 i=1Yti-1

8of 13

(28)

(29)

(30)
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Using the Markov inequality and Holder’s inequality, for any given 6 > 0, we have
IZ ft,l (VX = XJ)dZ| > 0)
<& 121E|f“ VX; — A/X0)dZ]]
< zm—lz E[(f 1V - \/X79|adzs)‘l“]
< 20,571 z E[( [ EXE 7

-1 | VXs+ VX
1
( fti_l 1Xs — X0|*ds)“]

2=

< 2(32(3_1 Z E[
i=1

ZVTN
a2 2.3 ; R 2 b
<2067 1 (Blyge])" (B I xwmz
<2057 (Bl ])? X (B[ sup X = X0n74])°

i=1 ti1<t<t;

—_

11 1
SZCzé_ln_E(E[ﬁ])ZZ (E[V2ee®2 sup Ifo VX:dZs))*
i=1 ti_1<t<t;
. 1
% 26 aéZEez(E[& 2 |j(‘) de | )2
1 2

321625—1,11—;5%592(]E[ ])%(E[XM} ?)

— 0,

”
Z

1
as ¢ > 0,n > oo and nl?® €2 0. Moreover,
n £ 1 n 1 n
Z]; XJdZ; = j; Z ngl(ti—l,ti] (s)dZs = Z,Oj(; Z( Xgl(ti—l,ti] (s))"ds,
i=1 Yti-1 i=1 i=1

where Z’ 4 Z. Since

1.1 1 “
[ X [ o0t G1)
0 = 0
it is clear that L )
7’° f X01 ags 5 770 f x0) 2 s, (32)
i ;< Q) - (x)

It immediately follows that

iftti X0z, 4 (fol x9%) " 54(1,0,0). (33)
i=1vth-1

Then, from (12), (16), and (33), we have

—_
2=

a

o O xO2an® - 1 x0ar( ) (x0) 1ar)
1- fo Xodtfo )godt

(an e—01) = S4(1,0,0). (34)
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as
nooy n
A *lezzf L Xf‘s ds 51922 f_' Xsdslz th
-1 fa) -0 ) _ 1 _ ,—19
( 2n,¢e 2 € 2
foll,lZth 1_72Xt11,,ZXt1
nooy
f | VXzof, Z .o X X‘f iz,
1
R 1 1
Z th 1 n Z Xt 1_ﬁ.§1 Xii_y ni§1 Xt

According to above results, it is obvious that

_1 X5 _1 1
922 f - Xt ds 622 f Xst 1Xf- B ,
- - —€e 76, >0, (35)
1-1 Z Xy % Z

n
1—12Xt %Z

and

n £ n
gL’vzﬂﬁZAAT Y[ ez
= - ti_ i

1Xt1

n n
1 1
1“%1m2&1 172&M2&

i=

-

a

fO (X0)"dt) fOXOdt (fo (x99~ 4dt)
1- foxﬁdtfol 1dt

S4(1,0,0).
Then, we have

1
fo 0)%dr) fOXOdt— fO(XO 4dt)“
1—f0X0dtf 1dt

(an e—0) — S4(1,0,0). (36)

The proof is complete.O

4. Simulation

In this experiment, we generate a discrete sample (X}, ,);_; , and compute 1, and 0y,, . from
the sample. We let xo = 0.05 and o = 1.8. For every given true value of the parameters (01, 6;), the
size of the sample is represented as “Size n” and given in the first column of the table. In Table 1,
¢ = 0.1, the size is increasing from 1000 to 5000. In Table 2, ¢ = 0.01, the size is increasing from 10,000
to 50,000. Based on the ten-time average of the least squares estimation of the random number in the
calculation model, the tables list the values of the least squares estimator (LSE) of 01(“0; — LSE”) and
02(“02 — LSE”), the absolute error (AE), and the relative error (RE) of the least squares estimator.

Table 1. Least squares estimator simulation results of 61 and 6,.

True Average AE RE
(61,62) Size n 01— LSE 0, —LSE 01 02 01 0>
(1,1) 1000 1.2632 0.7568 0.2632 0.2432 26.32% 24.32%
2000 1.1425 0.8673 0.1425 0.1327 14.25% 13.27%
5000 1.0651 0.9586 0.0651 0.0414 6.51% 4.14%
2,3) 1000 1.6573 3.2538 0.3427 0.2538 17.14% 8.46%
2000 2.1836 3.1209 0.1836 0.1209 9.18% 4.03%

5000 2.0528 3.0614 0.0528 0.0614 2.64% 2.05%
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Table 2. Least squares estimator simulation results of 61 and 6,.

True Average AE RE
(91, 92) Size n 91 —LSE 92 —LSE 91 92 91 92

11 10,000 1.1346 0.8735 0.1346 0.1265 13.46% 12.65%
20,000 1.0538 0.9359 0.0538 0.0641 5.38% 6.41%
50,000 1.0010 0.9987 0.0010 0.0013 0.1% 0.13%

2,3) 10,000 1.8645 3.1452 0.1355 0.1452 6.78% 4.84%
20,000 2.0649 3.0722 0.0649 0.0722 3.25% 2.41%
50,000 2.0028 3.0017 0.0028 0.0017 0.14% 0.06%

The two tables indicate that the absolute error between the estimator and the true value depends
on the size of the true value samples for any given parameter. In Table 1, when n = 5000, the relative
error of the estimators does not exceed 7%. In Table 2, when n = 50,000, the relative error of the
estimators does not exceed 0.2%. The estimators are good.

In Figure 1, we let 61 = 1 under T = 500, ¢ = 0.1 and ¢ = 0.01, respectively. In Figure 2, we let
0> = 2under T =500, ¢ = 0.1 and ¢ = 0.01, respectively. The two figures indicate that when T is fixed
and ¢ is small, the obtained estimators are closer to the true parameter value compared to that of the
large . When T is large enough and ¢ is small enough, the obtained estimators are very close to the
true parameter value. If we let T convergeto infinity and ¢ convergeto zero, the two estimators will
converge to the true value.

25¢ 25

()
T
()

\hat theta_1,T
P

\hat theta_1,T
P

. M 4' ‘v ,“ M NW\MW,W i

N

'r\d s |

0.5 0.5 fr|

0 . . . . . . . . L ) 0 . . . . | . . . . )
50 100 150 200 250 300 350 400 450 500 50 100 150 200 250 300 350 400 450 500

T-axis T-axis

Figure 1. The simulation of the estimator 6A1,T with T = 500 and 6; = 1 under ¢ = 0.1 and
& = 0.01, respectively.
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5 5
45 45
:’l 35 '&‘3'5
225 ]‘\l' J( Ez.s l | “
i MM* W M\W W i ZM“ qli' MJ,‘;"IJ. L\v\m'ww.mw‘»«w.«'.u-m'nuuw..ww
15 15
1 slo 1(‘)0 1;0 2(;0 2é0 3(;0 35;0 4(;0 4éo 5(;0 1 5I0 1<;0 15;0 2(;0 2:;0 3(;0 3;0 4(;0 45;0 5;)0
T-axis T-axis

Figure 2. The simulation of the estimator éZ/T and 0, with T =500 and 6, = 2 under ¢ = 0.1 and
¢ = 0.01, respectively.

5. Conclusions

The aim of this paper was to study the parameter estimation problem for the Cox-Ingersoll-Ross
model driven by small symmetrical a-stable noises from discrete observations. The contrast function
was introduced to obtain the explicit formula of the least squares estimators and the error of estimation
was given. The consistency and the rate of convergence of the least squares estimators were proved by
Markov inequality, Cauchy—Schwarz inequality, and Gronwall’s inequality. The asymptotic distribution
of the estimators were discussed as well.
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