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Abstract: In this paper, the Adomian decomposition method (ADM) semi-analytical solution algo-
rithm is applied to solve a fractional-order entanglement symmetrical chaotic system. The dynamics
of the system are analyzed by the Lyapunov exponent spectrum, bifurcation diagrams, poincaré
diagrams, and chaos diagrams. The results show that the systems have rich dynamics. Meanwhile,
sliding mode synchronizations of fractional-order chaotic systems are investigated theoretically and
numerically. The results show the effectiveness of the proposed method and potential application
value of fractional-order systems.
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1. Introduction

The concept of fractional-order calculus can be traced back to a letter written by
L’Hospital to Leiniz in 1695, which mentioned how to solve when the order is 0.5 and
how to understand a differential equation with arbitrary order. Fractional-order calculus
development is slow because there is no practical physics and engineering application
background. Recently, it has been found that fractional calculus operators are widely
used in nature, electromagnetic oscillation, mechanics of materials and other scientific and
technological fields. At the same time, fractional wavelet transform, fractional Fourier
transform and fractional image processing have been given attention by researchers in
the field of signal processing [1–5]. Fractional order is an extension of integer order, and
the dynamic behavior of the system is not only related to the parameters of the system
itself, but also to fractional order operators. With the addition of fractional operators, the
complexity of the system and the maximum Lyapunov exponent become larger; that is,
the dynamic behavior of the fractional system becomes more complex, which makes the
fractional chaotic system have wide application values in the fields of radio and information
security. Regarding combining fractional order systems with nonlinear chaotic systems,
many scholars have proposed many fractional order chaotic systems, such as fractional-
order Lorenz chaotic or hyperchaotic systems [6], fractional-order chaotic systems with
line equilibrium [7], and so on [8–10].

Particularly, we need to find a numerical solution method for fractional-order chaotic
systems. At present, scholars have made fruitful achievements in fractional system analy-
sis, control and application. Regarding fractional chaotic system analysis, scholars have
obtained some achievements based on the frequency-domain method (FDM) [11], the Ado-
mian decomposition method (ADM) [5–7,9], and the Adams–Bashforth–Moulton (ABM)
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algorithm [12–14]. ABM is a classical numerical simulation algorithm for fractional systems,
but it takes a long time to simulate and wastes significant computer resources. At the
same time, it is difficult to calculate the Lyapunov exponent of the system because of the
accumulated historical data. ADM has smaller error than ABM in finite term expression,
wastes less computer resources and has a faster calculation speed. In essence, FDM uses
high-order systems to simulate fractional-order systems, but there are large errors in both
high-frequency and low-frequency bands [15]. Ref. [16] illustrates that fractional chaotic
systems are more complex than integer chaotic systems in terms of system complexity and
maximum Lyapunov exponent. When the system order is smaller, the system is more com-
plicated [9,16,17], However, most researchers use the ADM method to simulate fractional
chaotic systems with product nonlinear terms, but no one has studied those with special
functions. The main reason is that special functions make Adomian decomposition method
more complex.

On the other hand, hot research on chaotic systems mainly focuses on chaos control
and synchronization [18–31]. Chaos synchronization posits that the initial states of two
systems with the same structure or different structures are different, but after a period of
time, the systems are synchronized through the adjustment of the controller. There are many
types of chaotic synchronization, including complete synchronization [18–29], projective
synchronization [18,19], anti-synchronization [20], quasi-synchronisation [21], generalized
synchronization [22,24,25] and so on. Meanwhile, various synchronization methods, such
as linear and nonlinear feedback control [30,31], active control [32], and sliding-modle
control [33], have been successfully used for synchronizing chaotic or fractional-order
chaotic systems [34,35].

The rest of the present paper is organized as follows. In Section 2, the fractional-order
entanglement systems are presented, and the solution of this system is derived based on
the ADM algorithm. In Section 3, the bifurcation diagram, phase diagrams and Lyapunov
exponents spectrum are employed to analyze the dynamics of the system. In Section 4,
the adaptive sliding mode controllers are designed to realize synchronous control, and
numerical simulations demonstrate the feasibility of synchronization analysis. Finally, the
obtained results are summarized in Section 5.

2. Solution of Fractional Chaotic System Based on Adomian Decomposition
2.1. Adomian Decomposition

Several definitions exist regarding fractional calculus, and Caputo derivation and
Riemann–Liouville (R–L) intergration definitions are among the two most commonly used
calculus definitions.

The fractional-order derivation of a function f(t) is defined as follows:

CDq
t0

f (t) =
1

Γ(1− q)

∫ t

t0

(t− τ)−q f ′(τ)dτ (1)

Consider a nonlinear fractional-order differential equation CDq
t0

x(t) = f (x(t)) + g(t),

where x(t) = [x1(t), x2(t), . . . xn(t)]
T are state variables, and g(t) = [g1(t), g2(t), . . . gn(t)]

T

is the constant parts.The function f (x(t)) is written as a sum of two terms. Then, the
differential equation becomes the following:

CDq
t0

x(t) = Lx(t) + Nx(t) + g(t) (2)

where L and N represent the linear item and nonlinear item, respectively. We set initial
state x(k)

(
t+0
)
= bk, k = 0, · · ·m− 1.After applying the fractional integral n to both sides of

Equation (6), we obtain:

x(t) = Jq
t0

Lx(t) + Jq
t0

Nx(t) + Jq
t0

g(t) +
m−1

∑
k=0

bk
(t− t0)

k

k!
(3)
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The numerical solution is expressed is as:

x(t) = ∑∞
i=0 xi = Jq

t0 ∑∞
i=0 xi + Jq

t0 ∑∞
i=0 Ai + Jq

t0
g + ∑m−1

k=0 bk
(t− t0)

k

k!
(4)

Based on the ADM algorithm in Ref. [16], the superscript i symbolizes the element of
the decomposition series x0, x1, x2,... xi,..., derived from:

x0 = Jq
t0

g +
m−1
∑

k=0
bk

(t−t0)
k

k!

x1 = Jq
t0

Lx0 + Jq
t0

A0(x0)

x2 = Jq
t0

Lx1 + Jq
t0

A1(x0, x1)
...
xi = Jq

t0
Lxi−1 + Jq

t0
Ai−1(x0, x1 · · · xi−1)

...

(5)

2.2. Fractional-Order Entanglement Chaotic Systems

A class of linear system models are as follows:{ .
x = by− ax
.
y = −ba− cy

. (6)

Another linear system model is as follows:

.
z = −dz. (7)

Based on Ref. [36], if the above two systems are entangled, a new class of chaotic
entangled systems can be obtained. The dynamic equation is as follows:

.
x = by− ax + h sin z
.
y = −bx− cy + h sin x
.
z = −dz + h sin y

(8)

System (8) can generate complex chaotic attractors, and it has three typical parameter
sets. Change the above system equations to the following fractional-order form:

dxq1
dq1 t = by− ax + h sin z
dyq1

dq1 t = −cy− bx + h sin x
dzq1
dq1 t = −dz + h sin y

(9)

where x, y, z are state variables, a, b, c, h are system (9) parameters, (sin3z, cosx, siny) is
an entangled term, and q1 is the fractional order. Entanglement terms are represented
by bounded nonlinear functions [36], which are functions of states x, y, z, y and z. The
nonlinear part of the system is not a simple product term, but is realized by a more complex
trigonometric function, which is more popularized and applied by compounding the
practical engineering system.

A0 = F(u0) = sin u0

A1 = u1F′(u0) = u1 cos u0

A2 = u2F′(u0) +
1
2! (u

1)
2F′′ (u0) = u2 cos u0 − 1

2 (u
1)

2 sin u0

A3 = u3F′(u0) + u1u2F′′ (u0) +
1
3! (u

1)
3F′′′ (u0)

= u3 cos u0 − u1u2 sin u0 − 1
6 (u

1)
3 cos u0

(10)
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The initial condition is: 
x0 = x(t0) = c0

1
y0 = y(t0) = c0

2
z0 = z(t0) = c0

3

(11)

According to domain decomposition methods [31] and fractional calculus properties,
the following properties are obtained:

x1 = (bc0
2 − ac0

1 + h sin c0
3)

(t−t0)
q

Γ(q+1)

y1 = (−cc0
2 − bc0

1 + h sin c0
1)

(t−t0)
q

Γ(q+1)

z1 =
(
−dc0

3 + h sin c0
2
) (t−t0)

q

Γ(q+1)

(12)

where x1, y1, z1 is the values of systems (3), and hs = t− t0 is iteration step size. Γ(•) is the
gamma function. The corresponding variables are assigned to the corresponding values;
therefore, let: 

c1
1 = bc0

2 − ac0
1 + h sin c0

3

c1
2 = −cc0

2 − bc0
1 + h sin c0

1

c1
3 = −dc0

3 + h sin c0
2

(13)


c2

1 = bc1
2 − ac1

1 + hc1
3 cos c0

3

c2
2 = −cc1

2 − bc1
1 + hc1

1 cos c0
1

c2
3 = −dc1

3 + hc1
2 cos c0

2

(14)


c3

1 = bc2
2 − ac2

1 + hc2
3 cos c0

3 −
1
2 h
(
c1

3
)2 sin c0

3
Γ(2q+1)
Γ2(q+1)

c3
2 = −cc2

2 − bc2
1 + hc2

1 cos c0
1 −

1
2 h
(
c1

1
)2 sin c0

1
Γ(2q+1)
Γ2(q+1)

c3
3 = −dc2

3 + hc2
2 cos c0

2 −
1
2 h
(
c1

2
)2 sin c0

2
Γ(2q+1)
Γ2(q+1)

(15)



c4
1 = bc3

2 − ac3
1 + hc3

3 cos c0
3 − hc1

3c2
3 sin c0

3
Γ(3q+1)

Γ(q+1)Γ(2q+1) −
1
6 h
(
c1

3
)3 cos c0

3
Γ(6q+1)
Γ2(3q+1)

c4
2 = −cc3

2 − bc3
1 + hc3

1cos 3c0
1 − hc1

1c2
1 sin c0

1
Γ(3q+1)

Γ(q+1)Γ(2q+1) −
1
6 h
(
c1

1
)3 cos c0

1
Γ(6q+1)
Γ2(3q+1)

c4
3 = −dc3

3 + hc3
2 cos c0

2 − hc1
2c2

2 sin c0
2

Γ(3q+1)
Γ(q+1)Γ(2q+1) −

1
6 h
(
c1

2
)3 cos c0

2
Γ(6q+1)
Γ2(3q+1)

(16)

Thus, the solution of system (9) is defined as:

x(t) = c0
1 + c1

1
(t−t0)

q

Γ(q+1) + c2
1
(t−t0)

2q

Γ(2q+1) + c3
1
(t−t0)

3q

Γ(3q+1) + c4
1
(t−t0)

4q

Γ(4q+1)

y(t) = c0
2 + c1

2
(t−t0)

q

Γ(q+1) + c2
2
(t−t0)

2q

Γ(2q+1) + c3
2
(t−t0)

3q

Γ(3q+1) + c4
2
(t−t0)

4q

Γ(4q+1)

z(t) = c0
3 + c1

3
(t−t0)

q

Γ(q+1) + c2
3
(t−t0)

2q

Γ(2q+1) + c3
3
(t−t0)

3q

Γ(3q+1) + c4
3
(t−t0)

4q

Γ(4q+1)

(17)

when a = 2, b = 10, c = 3, h = 18 and initial condition [x(0), y(0), z(0)] = [1, 1, 1.1]. Using
MATLAB to simulate the Equation (17), the chaotic attractor is shown in Figure 1.

2.3. Symmetric Analysis

The trigonometric function and linear function in the system are symmetrical about
the origin. This system (9), which is composed of a sin function and linear function, is also
symmetrical about the origin; that is, it is obtained from the invariant system after (x, y, z)
→ (−x, −y, −z) transformation, as shown in Figure 1.
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when a=2, b=10, c=3, h=18 and initial condition [x(0), y(0), z(0)] = [1, 1, 1.1]. Using MATLAB 
to simulate the Equation (17), the chaotic attractor is shown in Figure 1. 
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Poincaré diagrams are one of the most important tools for analyzing chaotic dynamic
systems; they are applied to fractional chaotic systems to judge whether they are chaotic
by observing the distribution of cut-off points. When the Poincaré diagram is filled with
dense points with a fractal structure, the motion is chaotic. In this model, we take the plane
z = 0, obtain the corresponding Poincaré diagrams, as shown in Figure 2, and judge system
(9) to be a chaotic system.
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3. Dynamics Analysis

For the dynamic analysis of the system, based on ADM, the bifurcation diagram
and Lyapunov exponent are analyzed under the change of parameters. In this paper, the
maximum method is used to draw the bifurcation diagram of the system, and the QR
orthogonal method is used to calculate the Lyapunov exponent of the system.
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3.1. Dynamics with Variations in q

Let a = 2, b = 10, c = 3, h = 18, derivative order q vary 0.8 to 1, and the initial values
of state variables [x0, y0, z0] = [1, 1, 0.1]. Figure 3a shows the bifurcation diagram and
Lyapunov exponent spectrum with changes in system parameter q. It can be seen from the
figure that under the change of derivative order q, when the bifurcation diagram of the
system is in a chaotic state, the maximum Lyapunov exponent of the system is positive,
and chaos and period appear when the system repeats and crosses, which is not a direct
process from period to chaos. More importantly, the maximum Lyapunov exponent of
the system decreases with an increase in derivative order q, and the maximum Lyapunov
exponent of the system is the lowest when q = 0.81. Therefore, it is of great significance to
study fractional order systems.
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3.2. Dynamics with Variations in A

The fractional chaotic system (5) has three system parameters besides the fractional
derivative q, and only analyzes the dynamic characteristics under the change of parameter
a∈ [0, 5]. The step size of a is 0.05, q = 0.9, b = 10, c = 3, h = 18, and the initial conditions are
[x0, y0, z0] = [1, 1, 1.1]. The system bifurcation diagram and Lyapunov exponent spectrum
under changes are drawn by the ADM algorithm, as shown in Figure 4. The system is
periodic, and other regional systems are chaotic.
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To reveal the dynamics further, phase portraits of system (8) on the x-z plane with
a = 0.4, a = 1.5, a = 2.3 and a = 2.8 are plotted in Figure 5a–d, respectively. These figures
illustrate that the system is periodic at a = 0.4, a = 1.5 and a = 2.8, while it is chaotic at
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a = 2.3. In this case, from the observation that a decreases gradually, the system enters
chaos through period-doubling bifurcation.
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4. Synchronization Method

In this part, based on the fractional-order systems chaos synchronization method, the
fractional-order systems and undisturbed system disturbed by model uncertainties and
external disturbances achieve synchronization.

4.1. Synchronization Implementation
dx1

q

dqt = by1 − ax1 + h sin z1

dy1
q

dqt = −cy1 − bx1 + h sin x1

dz1
q

dqt = −dz1 + h sin y1

(18)

Suppose system (18) is disturbed by model uncertainties and external disturbances;
system (18) is changed to:

dx1
q

dqt = by1 − ax1 + h sin z1

dy1
q

dqt = −cy1 − bx1 + h sin x1 + ∆ f (y) + d(t) + u(t)
dz1

q

dqt = −dz1 + h sin y1

(19)
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where, for the model uncertainties ∆ f (y), y = [x1, y1, z1]
T, and external disturbances d(t),

u(t) are active control functions. The uncontrolled system (18) is called the disturbed
fractional-order hyperchaotic system.

Then, according to error definition, the synchronization error is described as e1 = x1 − x,
e2 = y1 − y, and e3 = z1 − z. Substitute Equation (18) to Equation (17); then, the correspond-
ing error dynamical system can be obtained as:

de1
q

dqt = be2 − ae1 + h(sin z1 − sin z)
de2

q

dqt = −ce2 − be1 + h(sin x1 − sin x) + ∆ f (y) + d(t) + u(t)
de3

q

dqt = −de3 + h(sin y1 − sin y)

(20)

Hypothesis 1 (H1). |∆ f (y)| ≤ m, and |d(t)| ≤ n, where m, n > 0 is an unknown positive
constant parameter.

Lemma 1. Ref. [37]. If x(t) is a continuously differentiable function, and arbitrarily, t ≥ 0, then

1
2

Dt
αxT(t)x(t) ≤ xT(t)Dt

αx(t), ∀α ∈ (0, 1). (21)

Lemma 2. Ref. [37]. Fractional monotonicity principle: if Dt
αy(t) ≤ 0, then y(t) is monotonically

decreasing at [0,+∞). If Dt
αy(t) ≥ 0, then y(t) is monotonically increasing at [0,+∞).

The function of double Mittag–Leffler is defined as: Eα,β(z) =
∞
∑

k=0

zk

Γ(αk+β)
, where

α, β > 0, z is a complex number. The Laplace transformation is defined as: L
{

tβ−1Eα,β(−atα)
}

= sα−β

sα+a .

Lemma 3. Ref. [37]. Set V(t) = 1
2 (y1

2(t) + y2
2(t)), where y1(t), y2(t) ∈ R has a continuous

first derivative. If there is a constant k > 0, make Dt
αV(t) ≤ −γy1

2(t). Then ‖y1(t)‖, ‖y2(t)‖ is
bounded and y1

2(t) ≤ 2V(0)Eα,1(−2γtα). In this instance, Eα,β(·) represents a two-parameter
Mittag–Leffler function. Then, y1(t) is Mittag–Leffler stable and lim

T→∞
‖y1(t)‖ = 0.

Proof. According to Dt
αV1(t) ≤ −ky1

2(t) ≤ 0 and Lemma 2, we can know ‖y1(t)‖ ≤√
2V1(0), ‖y2(t)‖ ≤

√
2V1(0). Dt

αV1(t) ≤ −ky1
2(t) is calculated by the integration of

order α, and V1(t)−V1(0) ≤ −kDt
−αy1

2(t) is obtained. �

Further, for y1
2(t) ≤ 2V1(0)− 2kDt

−αy1
2(t), there is a non-negative function so that:

y1
2(t)+m(t)= 2V1(0)− 2kDt

−αy1
2(t) (22)

The Equation (21) is Laplace transformed to obtain:

Y1(s) = 2V1(0)
sα−1

sα + 2k
− 2

sα−1

sα + 2k
M(s) (23)

Where the Laplace transformation of Y1(s) is y1
2(t). According to the Mittag–Leffler

function definition, the solution of Formula (23) is: y1
2(t) = 2V1(0)Eα,0(−2ktα)− 2m(t) ∗

[t−1Eα,0(−2ktα)], where * is convolution, and both t−1 and b Eα,0(−2ktα) are non-negative
functions, so y1

2(t) ≤ 2V1(0)Eα,0(−2ktα), and the proof is completed.
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Theorem 1. Let sliding surface s(t) = e2. Set Controller: u(t) = be1 + h(sin x− sin x1) −
(m̂ + n̂ + η|s|)sgn(s). The adaptive rule therefore is aw follows: Dt

qm̂ = |s|, m̂(0) = m̂0.

Dt
qn̂ = |s|, n̂(0) = n̂0.

(24)

The estimated value of m and n is m̂, n̂, η > 0. If a > 0, the systems (1) and (2) obtain sliding
mode synchronization.

Proof. When sliding mode motion occurs, there must be s(t) = 0 on the sliding mode
surface. �

Therefore, e2 → 0 . According to the third equation of the error system (20),

de3
q

dqt
= −de3 + h(sin y1 − sin y) (25)

where sin y1 − sin y = 2 cos((y1 + y)/2) sin((y1 − y)/2), because e2 = y1 − y→ 0 . There-
fore, sin((y1 − y)/2)→ ((y1 − y)/2)→ e2 → 0 , (sin y1 − sin y)→ 0 . The third equation
of the error system (19) becomes deq

3/dqt = −de3; in other words, e3 → 0 . In addition, the
first equation of the error system (20) is as follows:

de1
q

dqt
= be2 − ae1 + h(sin z1 − sin z) (26)

where sin z1−z
2 → z1−z

2 → e3 → 0 ; therefore, sinz1 − sin z = 2 cos z1+z
2 sin z1−z

2 → 0 , and
e2 → 0 . The first equation of the error system (20) becomes de1

q/dqt = −ae1; in other
words, e1 → 0 .

When the state trajectory is not on the mode surface, let the Lyapunov function be:

V(t) =
s2

2
+

(m̂−m)2

2
+

(n̂− n)2

2
(27)

According to Lemma 1, the derivative of the Lyapunov function is:
Dq

t V(t) ≤ sDq
t s + (m̂−m)

∣∣∣s∣∣∣+(n̂− n)
∣∣∣s∣∣∣

= s(−ce2 − be1 + h(sin x1 − sin x) + u(t) + ∆ f (y) + d(t)) + (m̂−m)|s|+(n̂− n)|s|
= −cs2 +|s|(m + n

)
− (m̂ + n̂ + η|s|)|s + (m̂−m)|s|+(n̂− n)|s|
≤ −(c + η)|s|2 < 0

(28)

According to Lemma 2, s→ 0 . According to Lemma 3, we obtain s2(t) ≤ 2V(0)Eα,1(−2
(c + η)tα), where s(t) is Mittag–Leffler stable and lim

T→∞
‖s(t)‖ = 0 is s→ 0.

4.2. Simulation and Results

To verify the effectiveness of the fractional-order synchronization method by numeri-
cal simulation, the initial values of the disturbed drive system (18) and response system
(20) are taken as [x1(0), x2(0), x3(0)] = [1, 4, 3] and [y1(0), y2(0), y3(0)] = [4, 9, 7], respectively.
Hence, according to the definitions of error functions, the initial conditions of error systems
(26) are [e1(0), e2(0), e3(0)] = [3, 5, 4] and the derivative order is taken as q = 0.9.

Through Matlab simulation, the synchronization diagram of the drive system (18) and
the response system is shown in Figure 6, and the time series diagram of the error system
(20) is shown in Figure 7. It is easy to see that the drive system (18) and the response system
(19) are synchronized within 0.5 s after adding the controller.
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5. Conclusions

In this paper, using the ADM algorithm, phase diagrams, bifurcation diagrams and
Lapunov exponential spectrum, the basic dynamics of a fractional entangled system were
analyzed. Meanwhile, it was found that the complexity of the system decreases with the
increase of the fractional q value. In addition, the synchronization control of the frac-
tional entanglement system was studied by the sliding mode control algorithm, and the
effectiveness and realizability of the method were verified by simulation. The synchro-
nization control algorithm provides a theoretical basis for the application of the system in
communication security in multimedia fields such as images, sounds and videos.
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