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Abstract: In this article, we propose an optimal control problem for generalized elliptic quasi-
variational inequality with unilateral constraints. Then, we discuss the sufficient assumptions that
ensure the convergence of the solutions to the optimal control problem. The proofs depend on con-
vergence results for generalized elliptic quasi-variational inequalities, obtained by the arguments of
compactness, lower semi-continuity, monotonicity, penalty and different estimates. As an application,
we addressed the abstract convergence results in the analysis of optimal control associated with
boundary value problems.
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1. Introduction

Many applications of optimal control theory can be found in physics, mechanics,
automatics, systems theory, and financial management control theory. Although the control
problems for linear systems are sufficiently well-studied, the situation is not so good for
nonlinear systems. However, due to the complexity of nonlinear systems describing fluid
motion and non-Newtonian fluid motion, such as polymers, various solutions, emulsions,
blood, and many others, they have not been fully studied. In hydrodynamics, control
(optimal) problems are often connected with fluid control by external forces. Usually,
in solving such issues, a control is considered from a given finite set, see [1–5].

The concept of variational inequality was developed on the basis of monotonicity
and convexity, including properties of the subdifferential of a convex function, see [6–10].
The study of optimal control problems for variational and hemivariational inequalities
has been addressed in several works and is an expanding and vibrant branch of applied
mathematics with numerous applications, see [11–17]. The theory and computational
techniques for optimal control for equations and variational inequalities have been studied
for quite some time now. In [18–21], the optimal control problem in the sense of boundary
valued problems can be found in [22–26], and the computational issues have been addressed
in [27–31]. Nonetheless, many important applied models have motivated the study of
optimal control for more general quasi-variational problems.

In this paper, we consider an optimal control problem for a general class of elliptic
quasivariational inequalities.
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Let X and Y be real Hilbert spaces endowed with the inner products 〈·, ·〉X and 〈·, ·〉Y
respectively, K ⊂ X , N : X ×X −→ X , J : X ×X −→ R, γ : X −→ Y , f ∈ Y . Then, we
consider the following inequality problem for finding x ∈ K such that

〈N (x, x), y− x〉X + j(x, y)− j(x, x) ≥ 〈 f , γy− γx〉Y , ∀y ∈ K , (1)

and the admissible pairs set defined by

Vad = {(x, f ) ∈ K ×Y such that (1) holds} (2)

and we consider a objective functional L : X × Y −→ R. Here and below, X × Y
represents the product of the Hilbert spaces X and Y , equipped with the canonical inner
product. Then, we study, in this paper, the following optimal control problem for finding
(x∗, f ∗) ∈ Vad such that

L (x∗, f ∗) = min
(x, f )∈Vad

L (x, f ). (3)

Next, consider a set ˆK ⊂ X , an operator ˆN : X ×X −→ X and an element f̂ ∈ Y .
With these data, we suggest the following perturbation of (1) for finding x̂ ∈ ˆK such that

〈 ˆN (x̂, x̂), y− x̂〉X + j(x̂, y)− j(x̂, x̂) ≥ 〈 f̂ , γy− γx̂〉Y , ∀y ∈ ˆK . (4)

We associate to (4) the admissible pairs set given by

V̂ad =
{
(x̂, f̂ ) ∈ ˆK ×Y such that (4) holds

}
(5)

and, for a objective functional L̂ : X ×Y −→ R, we construct the following perturbation
of the optimal control problem (3) for finding (x̂∗, f̂ ∗) ∈ V̂ad such that

L̂ (x̂∗, f̂ ∗) = min
(x̂, f̂ )∈V̂ad

L̂ (x̂, f̂ ). (6)

The unique solvability of (1) and (4), and the solvability of (3) and (6) follow from well
known results obtained in the literature, under sufficient assumptions on the data. Here,
we shall use the existence and uniqueness results in [32–35], which will be resumed in the
next section.

The first goal of this paper is to formulate adequate assumptions on the data which
guarantee the convergence of the solution x̂ of (4) to the solution x of (1). The second goal
is to demonstrate that, under the suitable circumstances, the solutions of (6) converge to a
solution of (3). Finally, we investigate and describe the applications in contact mechanics
and a heat transfer process.

2. Preliminaries

Throughout the text ” ⇀ ” and ”→ ” stand for the weak and the strong convergence,
respectively. We denote by ‖ · ‖X and ‖ · ‖Y , the norms on the spaces X and Y , respectively.
In our study of (1) we consider the following assumptions into the account:

(i)
K is a nonempty, closed, convex subset of X . (7)

(ii) N is relaxed monotone with respect to the first variables if there exist αN > 0
such that

〈N (x, x)−N (y, y), x− y〉X ≥ −αN ‖x− y‖2
X , ∀x, y ∈ X . (8)



Symmetry 2022, 14, 199 3 of 18

(iii) N is relaxed Lipschitz with respect to the second variables if there exist βN ≥ 0
such that

〈N (x, x)−N (y, y), x− y〉X ≤ −βN ‖x− y‖2
X , ∀x, y ∈ X . (9)

(iv) N is Lipschitz continuous if there exist constants ξN > 0 and ςN > such that

‖N (x, x)−N (y, y)‖ ≤ ξN ‖x− y‖X + ςN ‖x− y‖X , ∀x, y ∈ X . (10)

(v)

For all η ∈ X , (η, ·) : X −→ R is convex and lower semicontinuous (l.s.c), (11)

(vi) There exists α ≥ 0 such that

(η1, y2)− (η1, y1) + (η2, y1)− (η2, y2) ≤ α‖η1 − η2‖X ‖y1 − y2‖X , ∀η1, η2, y1, y2 ∈ X . (12)

(vii)
βN − αN > α. (13)

(viii)
f ∈ Y . (14)

(ix) γ is a linear continuous operator, i.e., there exists $0 > 0 such that

‖γy‖Y ≤ $0‖y‖X , ∀y ∈ X . (15)

Theorem 1 ([36]). Assume that (7)–(15) hold. Then, the quasi variational inequality (1) has a
unique solution.

In the study of optimal control Problem, we assume that

L (x, f ) = B(x) +D( f ), ∀x ∈ X , f ∈ Y , (16)

where B : X −→ R is continuous, positive and bounded, i.e.,

yn −→ y ∈ X , B(yn) −→ B(y); (17)

B(y) ≥ 0, ∀y ∈ X ; (18)

the mapping B is bounded sets in X into bounded sets in R; (19)

and D : Y −→ R is weakly lower semicontinuous and coercive, i.e.,

fn ⇀ f ∈ Y ⇒ lim inf D( fn) ≥ D( f ); (20)

‖ fn‖Y −→ ∞ ⇒ D( fn)→ ∞, (21)

also there exist λ ≥ 0, ρ ≥ 0 such that

(η, y1)− (η, y2) ≤ (λ + ρ‖η‖X )‖y1 − y2‖X , ∀η, y1, y2 ∈ X , (22)

βN − αN > ρ. (23)

For any sequences {ηn} ⊂ X , {xn} ⊂ X such that

ηn ⇀ η ∈ X , xn ⇀ x ∈ X (24)

one has
lim sup((ηn, y)− (ηn, xn)) ≤ (η, y)− (η, x) ∀y ∈ X ; (25)
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For any sequence {yn} ⊂ X such that

yn ⇀ y ∈ X one has γyn → γy ∈ Y . (26)

Theorem 2 ([36]). Assume that (7)–(26) holds. Then, there exists at least one solution

(x∗, f ∗) ∈ Vad

of (3).

3. Main Results

In this section, we state and prove a convergence result for the solution of (4), in the
case where the problem has a dynamical structure. To the end, we consider two sequences
{ζn} ⊂ R, { fn} ⊂ Y and an operator G : X × X −→ X . For each n ∈ N let Nn :
X ×X −→ X be the operator defined by

Nn(x, x) = N (x, x) +
1
ζn

G (x, x), ∀x ∈ X . (27)

Assume that if ˆN = Nn and f̂ = fn, then we have a problem for finding xn ∈ ˆK
such that

〈N (xn, xn), y− xn〉X +
1
ζn
〈G (xn, xn), y− xn〉X + (xn, y)− (xn, xn) ≥ 〈 fn, γy− γxn〉Y , ∀y ∈ ˆK . (28)

Remark 1. ˆK = X then (28) denotes the penalty problem of (1), under the suitable assumptions
of G , see [37,38].

To demonstrate the solvability of (28), we have the following observations:

ˆK is a nonempty, closed, convex subset of X . (29)

G : X ×X −→ X is a relaxed monotone, relaxed Lipschitz and Lipschitz continuous operator. (30)

ζn > 0, ∀n ∈ N. (31)

fn ∈ Y , ∀n ∈ N. (32)

Lemma 1 ([39]). Assume (8)–(13), (15), (29)–(32). Then for each n ∈ N, there exists a unique
solution xn ∈ X to (28).

To investigate the behavior of the solution of (28) as n −→ ∞ we offer the following
additional assumptions.

ζn −→ 0 as n −→ ∞. (33)

fn ⇀ f ∈ Y as n −→ ∞. (34)

K ⊂ ˆK . (35)

〈G (x, x), y− x〉X , ∀x ∈ ˆK , y ∈ K , (36)

and
x ∈ ˆK , 〈G (x, x), y− x〉X = 0, ∀y ∈ K ⇒ x ∈ K . (37)

Remark 2. When ˆK = X , condition (36)–(37) is satisfied for any penalty operator of the set K ,
see [40].
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Theorem 3. Assume (7)–(15), (22)–(26), (29)–(37) and, for each n ∈ N, denote by xn the solution
of (28). Then

xn −→ x ∈ X , as n −→ ∞,

where x is the solution of (1).

Proof. There are several steps in the proof of the Theorem.

(i) The weak convergence.
We assert that there is an element x̂ ∈ ˆK and a subsequence of {xn}, which is still
denoted by {xn}, such that

xn ⇀ x̂ ∈ X as n −→ ∞.

To prove the claim, we establish the boundedness of the sequence {xn} in X . Let
n ∈ N. We make use of the assumption (35) and take y = x in (28) to see that

〈N (xn, xn), xn − x〉X ≤
1
ζn
〈G (xn, xn), x− xn〉X + (xn, x)− (xn, xn) + 〈 fn, γxn − γx〉Y .

Then, using the relaxed monotonicity and relaxed Lipschitz continuity of the operator
N we have

(βN − αN )‖xn − x‖2
X ≤ 〈N (x, x), x− xn〉X +

1
ζn
〈G (xn, xn), x− xn〉X + (xn, x)

−(xn, xn) + 〈 fn, γxn − γx〉Y .
(38)

Next, assumption (37) implies that

〈G (xn, xn), x− xn〉X ≤ 0, (39)

and assumptions (11)–(12), (22) yield

(xn, x)− (xn, xn) = ((xn, x)− (xn, xn) + (x, xn)− (x, x)) + ((x, x)− (x, xn))
≤ α‖xn − x‖2

X + (λ + ρ‖x‖X )‖xn − x‖X .
(40)

On the other side, using (15) we find that

〈N (x, x), x− xn〉X + 〈 fn, γxn − γx〉Y ≤ (‖N (x, x)‖X + $0‖ fn‖Y )‖xn − x‖X . (41)

Now adding inequalities (38)–(41), we have

(βN − αN )‖xn − x‖2
X ≤ (‖N (x, x)‖X + $0‖ fn‖Y )‖xn − x‖X + α‖xn − x‖2

X
+(λ + ρ‖x‖X )‖xn − x‖X .

(42)

From (34) we see that the sequence { fn} is bounded in Y . Therefore, using inequal-
ity (42) and the smallness assumption (13), we deduce that there exists a constant
ϑ > 0 independent of n such that

‖xn − x‖X ≤ ϑ.

This implies that the sequence {xn} is bounded in X . Thus, from the reflexivity of X ,
we deduce that

xn ⇀ x̂ ∈ X , as n −→ ∞, with some x̂ ∈ X . (43)

Moreover, assumption (29) and the convergence (43) implies that x̂ ∈ ˆK and the proof
of assertion is completed.

(ii) The weak limit property.
Next, we show that x̂ is a solution to (1).
Let y be a given element in ˆK and let n ∈ N. We use (28) to obtain that

1
ζn
〈G (xn, xn), xn − y〉X ≤ 〈N (xn, xn), y− xn〉X + (xn, y)− (xn, xn) + 〈 fn, γxn − γy〉Y . (44)
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From the conditions (8)–(10), (34), (22), (15), and the boundedness of the sequence
{xn}, we see that each term in the right-hand side of the inequality (44) is bounded.
Therefore, there exists a constant h > 0 which does not depend on n, such that

〈G (xn, xn), xn − y〉X ≤ ζnh.

We now proceed to the upper limit in this inequality and use the convergence (33) to
deduce that

lim sup〈G (xn, xn), xn − y〉X ≤ 0. (45)

Next, we take y = x̂ in (45) and find that

lim sup〈G (xn, xn), xn − x̂〉X ≤ 0. (46)

Therefore, using assumption (30) and a standard pseudomonotonicity argument
(Proposition 1.23 in [38,41]) we obtain that

lim inf〈G (xn, xn), xn − y〉X ≥ 〈G (x̂, x̂), x̂− y〉X , ∀y ∈ X . (47)

We now combine the inequalities (47) and (45) to find that

〈G (x̂, x̂), x̂− y〉X ≤ 0, ∀y ∈ ˆK .

Using the assumption (37), we can deduce that x̂ ∈ ˆK . Now, consider an element
y ∈ ˆK . We use (35) and (28) to get

〈N (xn, xn), xn − y〉X ≤
1
ζn
〈G (xn, xn), y− xn〉X + (xn, y)− (xn, xn) + 〈 fn, γxn − γy〉Y .

Therefore, using assumption (36) we find that

〈N (xn, xn), xn − y〉X ≤ (xn, y)− (xn, xn) + 〈 fn, γxn − γy〉Y . (48)

Next, using (43) and assumption (25) we have

lim sup((xn, y)− (xn, xn)) ≤ (x̂, y)− (x̂, x̂). (49)

On the other side, assumption (34), (26) and the convergence (43) yield

〈 fn, γxn − γy〉X −→ 〈 f , γx̂− γy〉Y . (50)

Using the relations (48)–(50) to see that

lim sup〈N (xn, xn), xn − y〉X ≤ (x̂, y)− (x̂, x̂) + 〈 f , γx̂− γy〉X . (51)

Now, taking y = x̂ in (51) we get

lim sup〈N (xn, xn), xn − x̂〉X ≤ 0. (52)

This inequality together with (43) and the pseudomonotonicity of N implies that

〈N (x̂, x̂), x̂− y〉X ≤ lim inf〈N (xn, xn), xn − y〉X , ∀y ∈ X . (53)

Combining (53) and (51), we have

〈N (x̂, x̂), x̂− y〉X ≤ (x̂, y)− (x̂, x̂) + 〈 f , γx̂− γy〉Y , y ∈ K . (54)

Hence, it follows that x̂ ∈ K is a solution to (1), as claimed.
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(iii) Result of weak convergence.
Now, we prove that the whole sequence {xn} is weakly convergent. Since (1) has
a unique solution x ∈ K , we deduce from the previous step that x̂ = x. Moreover,
a comprehensive review of the proof in step (ii) specifies that every subsequence of
{xn} that converges weakly in X has the weak limit point x. We should also note that
the sequence {xn} is bounded in X . Therefore, using a standard argument we deduce
that the whole sequence {xn} converges weakly in X to x, as n −→ ∞.

(iv) Strong convergence.
In the final step of the proof, we prove that

xn −→ x ∈ X , as n −→ ∞.

We take y = x̂ ∈ K in (53) and use (52) to obtain

0 ≤ lim inf〈N (xn, xn), xn − x̂〉X
≤ lim sup〈N (xn, xn), xn − x̂〉X
≤ 0,

which shows that

〈N (xn, xn), xn − x̂〉X −→ 0 as n −→ ∞.

Therefore, using equality x̂ = x, the relaxed monotonicity and relaxed Lipschitz
continuity of N , and the convergence

xn ⇀ x ∈ X ,

we have

(βN − αN )‖xn − x‖2
X ≤ 〈N (xn, xn)−N (x, x), xn − x〉X
= 〈N (xn, xn), xn − x〉X − 〈N (x, x), xn − x〉X −→ 0 as n −→ ∞.

Hence, it follows that xn −→ x ∈ X , which completes the proof.

4. Optimal Control Analysis

In this section, we connect an optimal control problem with (28) for which we prove a
convergence result. To this end, we hold the previous section’s notations and assumptions
and define the set of admissible pairs for (28) by

Vn
ad = {(xn, fn) ∈ ˆK ×Y such that (28) holds}. (55)

Then, the optimal control problem associated to (28) is follows for finding (x?n, f ?n ) ∈ Vn
ad

such that
Ln(x?n, f ?n ) = min

(xn , fn)∈Vn
ad

Ln(xn, fn). (56)

In the study of (56), we assume that

Ln(x, f ) = Bn(x) +Dn( f ), ∀x ∈ X , f ∈ Y , (57)

where Bn and Dn are functions which satisfy assumptions (17)–(19) and (20)–(21), for each
n ∈ N, respectively. Note that, when we use these assumptions for the functions Bn and Dn,
we refer to them as assumptions (17)n–(19)n and (20)n–(21)n, respectively. Using Theorem 2,
we have the following result.
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Lemma 2 ([39]). Assume that (8)–(13), (15), (57), (17)n–(19)n , (20)n–(21)n, (22)–(26)
and (29)–(32) hold. Then, for each n ∈ N, there exists at least one solution (x?n, f ?n ) ∈ Vn

ad
of (56).

To study the behavior of the sequence of solutions of (56) as n −→ ∞ we consider the
following additional hypotheses.

xn → x ∈ X ⇒ Bn(xn)→ B(x). (58)

fn ⇀ f ∈ Y ⇒ lim inf Dn( fn) ≥ D( f ). (59)

‖ fn‖Y −→ ∞⇒ Dn( fn)→ ∞. (60)

Dn( f )→ D( f ), ∀ f ∈ Y . (61)

Theorem 4. Assume that (7)–(13), (15), (26), (29)–(33), (35)–(37), (17)n–(19)n, (20)n–(21)n,
and (57)–(61) hold and {(x?n, f ?n )} is a sequence of the solutions of problem (56). Then there
exists a subsequence of the sequence {(x?n, f ?n )}, again denoted by {(x?n, f ?n )}, and an element
(x?, f ?) ∈ X ×Y such that

f ?n ⇀ f ? ∈ Y as n −→ ∞, (62)

x?n → x? ∈ X as n −→ ∞, (63)

(x?, f ?) is a solution of (3) (64)

Proof. The proof is carried out in following manner.

(i) Boundedness.
We claim that the sequence { f ?n} is bounded in Y . Contrary we assume that { f ?n} is
not bounded in Y , then passing to a subsequence still denoted { f ?n}, we have

‖ f ?n‖Y −→ +∞ as n −→ +∞. (65)

By using the equality (57) and assumption (18)n, we have

Ln(x?n, f ?n ) ≥ Dn( f ?n ).

Therefore, passing to the limit as n −→ ∞ in this inequality and using (65) combined
with assumption (60) we deduce that

lim Ln(x?n, f ?n ) = +∞. (66)

On the other side, since (x?n, f ?n ) represents a solution to (56) for each n ∈ Nwe have

Ln(x?n, f ?n ) ≤ Ln(xn, fn), ∀(xn, fn) ∈ Vn
ad. (67)

We now denote by x0
n the solution of (28) for fn = f . Then (x0

n, f ) ∈ Vn
ad, and from (67)

and (57) we have
Ln(x?n, f ?n ) ≤ Bn(x0

n) +Dn( f ). (68)

From (33) and (34) and Theorem 3 we have

x0
n → x ∈ X as n −→ ∞ (69)

where x represents the solution of (1). Then, assumptions (58) and (61) imply that

Bn(x0
n) +Dn( f )→ B(x) +D( f ). (70)

Relations (66), (68) and (70) lead to a contradiction, which concludes the claim.
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(ii) Convergence results.
In this step, we prove the convergence of the equations (62) and (63).
First, since the sequence { f ?n} is bounded in Y , there exists a subsequence again
denoted by { f ?n} and an element f ? ∈ Y such that (62) holds.
Following that, x? is a solution of (1) for f = f ?. Then we have

(x?, f ?) ∈ Vad. (71)

Furthermore, assumption (33), the convergence (62) and Theorem 3 imply that (63)
holds as well.

(iii) The limit of optimality.
We now prove that (x?, f ?) is a solution to the optimal control (3). We use the conver-
gences (62), (63) and assumptions (58), (59), to see that

lim inf(Bn(x?n) +Dn( f ?n )) ≥ B(x?) +D( f ?)

and, therefore, the structure (57) and (16) of the functionals Ln and L shows that

L (x?, f ?) ≤ lim inf Ln(x?n, f ?n ). (72)

Next, we fix a solution (x?0 , f ?0 ) of (3) and, moreover, for each n ∈ Nwe denote by x̂0
n

the solution of (28) for fn = f ?0 . It follows from here that (x̂0
n, f ?0 ) ∈ Vn

ad and, by the
optimality of the pair (x?n, f ?n ), we have

Ln(x?n, f ?n ) ≤ Ln(x̂0
n, f ?0 ), ∀n ∈ N.

We proceed to the upper limit of this inequality to discover that

lim sup Ln(x?n, f ?n ) ≤ lim sup Ln(x̂0
n, f ?0 ). (73)

Now, we know that x?0 is the solution of the inequality (1) for f = f ?0 and x̂0
n is

the solution of the inequality (1) for fn = f ?0 . As a result, the convergence (33) and
Theorem 3 imply that

x̂0
n −→ x?0 ∈ X as n −→ ∞

and, using assumptions (58) and (61), we find that

Bn(x̂0
n) −→ Bn(x?0), Dn( f ?0 ) −→ D( f ?0 ) as n −→ ∞. (74)

We now use (57), (74) and (16) to get

lim Ln(x̂0
n, f ?0 ) = lim L (x?0 , f ?0 ). (75)

Therefore, (72), (73) and (75) imply that

L (x?, f ?) ≤ L (x?0 , f ?0 ). (76)

On the other side, since (x?0 , f ?0 ) is a solution of (3), we have

L (x?0 , f ?0 ) = min
(x, f )∈Vad

L (x, f ). (77)

and, therefore, inclusion (71) implies that

L (x?0 , f ?0 ) ≤ L (x?, f ?). (78)

We now combine the inequalities (76) and (78) to see that

L (x?, f ?) = L (x?0 , f ?0 ). (79)
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Finally, relations (71), (79) and (77) imply that (64) holds and proof is completed.

5. Optimal Control Associated with Frictional Contact Problem

In this section, we will discuss the equilibrium of elastic bodies in a frictional contact
problems, and in order to do so, we will require some notations and assumptions.

Let d ∈ {2, 3}. Consider Sd to be a space of second order symmetric tensors on Rd,
and use the notation 〈·, ·〉, ‖ · ‖, 0 to represent the inner product, norm, and zero element of
the spaces Rd and Sd, respectively. Let Ω ⊂ Rd be a domain with a smooth boundary ∂Ω
divided into three measurable disjoint parts k1,k2 and k3 with

meas(k1) > 0.

A generic point in Ω ∪k will be denoted by u = (ui) and ν = νi represents the unit
outward normal to k. We use the standard notation for Sobolev and Lebesgue spaces
corresponding to Ω and k. In particular, we use the spaces L2(Ω)d, L2(k2)

d, L2(k3) and
H1(Ω)d, endowed with their canonical inner products and associated norms. Furthermore,
for an element ν ∈ H1(Ω)d we still write ν for the trace of ν to k. We also considered
the space

V = {ν ∈ H1(Ω)d : ν = 0 on k1},

which is a real Hilbert space with canonical inner product

〈x, y〉V =
∫

Ω
ε(x) · ε(y)dx (80)

and the associated norm ‖ · ‖V. Here and below ε represents the deformation operator, i.e.,

ε(x) = (εij(x)), εij(x) =
1
2
(xi,j + xj,i),

where an index that follows a comma denotes the partial derivative with respect to the
corresponding component of u, e.g.,

xi,j =
∂xi
∂j

.

The assumption that meas(k1) > 0 allows us to apply Korn’s inequality which results
in the completeness of the space V. We denote by 0V the zero element of V, and for an
element ν ∈ V, the normal and tangential components on k are defined by

νV = ν · ν and ντ = ν− νV ν,

respectively. Recall the trace inequality

‖ν‖L2(k)d ≤ d0‖ν‖V, ∀ν ∈ V, (81)

where d0 denotes the positive constant. For the sake of convenience, we use the data F , p,
f0, f2, µ and κ to satisfy the following conditions.

F : Sd × Sd −→ Sd. (82)

There exist ξF > 0 and ςF such that

‖F (ε1, ε1)−F (ε2, ε2)‖ ≤ ξF ‖ε1 − ε2‖+ ςF ‖ε1 − ε2‖, ∀ε1, ε2 ∈ Sd. (83)
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There exist αF > 0 and βF ≥ 0 such that

〈F (ε1, ε1)−F (ε2, ε2), ε1 − ε2〉 ≥ −αF ‖ε1 − ε2‖2, ∀ε1, ε2 ∈ Sd,

〈F (ε1, ε1)−F (ε2, ε2), ε1 − ε2〉 ≤ −βF ‖ε1 − ε2‖2, ∀ε1, ε2 ∈ Sd. (84)

p : R −→ R+. (85)

There exists ξp > 0 such that

|p(r1)− p(r2)| ≤ ξp|r1 − r2|, ∀r1, r2 ∈ R. (86)

〈p(r1)− p(r2), r1 − r2〉 ≥ 0, ∀r1, r2 ∈ R. (87)

p(r) = 0 ⇐⇒ r ≤ 0. (88)

f0 ∈ L2(Ω)d, f2 ∈ L2(k2)
d. (89)

µ > 0. (90)

d2
0 µ ξp < βF − αF . (91)

κ > 0. (92)

Moreover, we use Y for the product space L2(Ω)d × L2(k3)
d equipped with the

canonical inner product, and K for the set defined by

K = {ν ∈ V : νν ≤ κ a.e. on k3}. (93)

So there is the inequality problem we consider in order to find x ∈ K such that∫
Ω F (ε(x), ε(x)) · (ε(y)− ε(x))dx +

∫
k3

p(xν)(yν − xν)da +
∫
k3

µp(xν)(‖yτ‖ − ‖xτ‖)da
≥
∫

Ω f0 · (y− x)dx.
(94)

Here, the elastic body Ω, which is subjected to external forces, is fixed on k1 and in
frictional contact with k3. The contact takes place with a layer of deformable material of
thickness κ. The elasticity operator is denoted by F , and the density of applied body forces
and traction acting on the body and the surface is denoted by f0 and f2, k2, respectively, p
is a given function that defines the deformable material’s reaction, and µ represents the
coefficient of friction. Next, we consider the constants π0, π2, π3 and a function θ such that

π0 > 0, π2 > 0, π3 > 0, θ ∈ L2(k3). (95)

We associate to (94) the set of admissible pairs V c
ad and the cost functional L given by

V c
ad = {(x, f) ∈ K ×Y such that f = (f0, f2) and (94) holds}, (96)

L (x, f) = π0

∫
Ω
‖f0‖2dx + π2

∫
k2

‖f2‖2da + π3

∫
k3

|xν − θ|2da, ∀x ∈ V, f = (f0, f2) ∈ Y . (97)

Furthermore, we consider the optimal control problem of finding (x?, f?) ∈ V c
ad

such that
L (x?, f?) = min

(x,f)∈V c
ad

L (x, f). (98)

Next, we take a look at a function q and a constant κ̂ satisfy the following conditions.

q : R −→ R+. (99)

There exists ξq > 0 such that

|q(r1)− q(r2)| ≤ ξq|r1 − r2|, ∀r1, r2 ∈ R. (100)
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〈q(r1)− q(r2), r1 − r2〉 ≥ 0, ∀r1, r2 ∈ R. (101)

q(r) = 0 ⇐⇒ r ≤ 0. (102)

κ̂ ≥ κ > 0. (103)

We introduce the set

ˆK = {y ∈ V : yν ≤ κ̂ on k3} (104)

and we assume that for each n ∈ N the functions f0n, f2n, θn and the constant ζn are given
and satisfy the following conditions:

f0n ∈ L2(Ω)d, f2n ∈ L2(k3)
d, (105)

ζn > 0, θn ∈ L2(k3). (106)

Now, for each n ∈ N, we consider the following perturbation of (94) for finding
xn ∈ ˆK such that∫

Ω F (ε(xn), ε(xn)) · (ε(y)− ε(xn))dx +
∫
k3

p(xnν)(yν − xnν)da +
1
ζn

∫
k3

q(xnν − κ)(yν − xnν)da

+µ
∫
k3

p(xnν)(‖yτ‖ − ‖xnτ‖)da ≥
∫

Ω f0n · (y− x)dx +
∫
k2

f2n · (y− xn)da ∀y ∈ ˆK .
(107)

The problem (107) is a variational formulation of the contact problem where the
rigid body is covered by a layer of deformable material of thickness κ̂. Here, the layer
is divided into two parts: the first layer is located on the top of the rigid body with a
thickness κ̂ − κ > 0 and the second layer is located above with a thickness κ. Since ζn is

the deformability coefficient of the first layer, therefore
1
ζn

denotes its stiffness coefficient,

and q is a normal compliance function of the first layer.
With the problem (107), we associate the set of admissible pairs V cn

ad and the cost
function Ln given by

V cn
ad = {(xn, fn) ∈ ˆK ×Y such that f = (f0n, f2n) and (107) holds}, (108)

Ln(xn, fn) = π0

∫
Ω
‖f0n‖2dx + π2

∫
k2

‖f2n‖2da + π3

∫
k3

|xnν − θn|2da, ∀xn ∈ V, fn = (f0n, f2n) ∈ Y . (109)

Theorem 5. Assume that (82)–(91), (95), (99)–(103), (105) and (106) hold. Then

(a) (94) has a unique solution and, for each n ∈ N (107) has a unique solution. Furthermore, if

ζn −→ 0, f0n ⇀ f0 ∈ L2(Ω), f2n ⇀ f2 ∈ L2(k3) as n −→ ∞, (110)

the solution of (107) converges to the solution of (94), i.e.,

xn → x ∈ V as n −→ ∞. (111)

(b) (98) has at least one solution and, for each n ∈ N, (109) has at least one solution. Moreover, if

ζn −→ 0, θn −→ θ ∈ L2(k3), as n −→ ∞, (112)

and {(x?n, f?n)} is a sequence of solutions of (109), there exists a subsequence of the sequence
{(x?n, f?n)}, again denoted by {(x?n, f?n)}, and a solution (x?, f?) of (98), such that

f?n ⇀ f? ∈ Y , x?n → x? ∈ V as n −→ ∞. (113)

Proof. First, we denote by γ : V −→ Y the operator y� 〈ιy, ζ2y〉, where ι : V −→ L2(Ω)d

is the canonic embedding and ρ2 : V −→ L2(k2)
d is the restriction to the trace map
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to k2. Next, we take the operators N : V× V −→ V, G : V× V −→ V, the function
 : V×V −→ R and the element f ∈ Y defined as follows:

〈N (x, x), y〉V =
∫

Ω
F (ε(x), ε(x)) · ε(y)dx +

∫
k3

p(xν)yνda, (114)

〈G (x, x), y〉V =
∫
k3

q(xν − κ)yνda, (115)

 : V × V −→ R, (x, y) = µ
∫
k3

p(xν)‖yτ‖da, (116)

f = (f0, f2), ∀x, y ∈ V. (117)

Then it is clear that
x ∈ K is a solution of (94) if and only if

〈N (x, x), y− x〉V + (x, y)− (x, x) ≥ 〈f, γy− γx〉Y , ∀y ∈ K . (118)

For each n ∈ N, xn ∈ ˆK is a solution of (107) if and only if

〈N (xn, xn), y− xn〉V +
1
ζn
〈G (xn, xn), y− xn〉V + (xn, y)− (xn, xn) ≥ 〈fn, y− xn〉Y , ∀y ∈ ˆK . (119)

We can now continue with the proof of the two parts of the theorem.

(a) From the results of Sections 2 and 3. Assume that X = V, Y = L2(Ω)d × L2(k2)
d, K

and ˆK defined by (93) and (104), respectively. N defined by (114), G defined by (115),
 defined by (116) and f given by (117) and (7)–(15), (29)–(37) are hold.
Then from (82)–(84) we have

〈N (x, x)−N (y, y), x− y〉V ≥ −αF ‖x− y‖2
V,

〈N (x, x)−N (y, y), x− y〉V ≤ −βF ‖x− y‖2
V,

‖N (x, x)−N (y, y)‖ ≤ (ξF + ςF + d2
0ξp)‖x− y‖V, ∀x, y ∈ V. (120)

Hence, from conditions (8)–(9) hold with

βN − αN = βF − αF .

Obviously condition (11) is satisfied. On the other side, an elementary calculation
depend on the definition (116) and the trace inequality (81) shows that

(x1, y2)− (x1, y2) + (x2, y1)− (x2, y2) ≤ d2
0µξp‖x1 − x2‖V ‖y1 − y2‖V, ∀x1, x2, y1, y2 ∈ V. (121)

Therefore, condition (12) holds with α = d2
0µξp and also from λ = 0 and ρ = d2

0µξp
the condition (22) holds. Using (90), it also satisfy the smallness conditions (13)
and (23). The conditions (24)–(26) arise from standard compactness arguments and,
finally, assumptions (36)–(37) are the direct consequence of the definitions (115), (104)
and (93) along with the properties (99)–(103) of the function q.
Combining (118),(119) with (111)), we arrived the proof of the theorem.

(b) we utilize the results of Sections 2 and 4 in the functional framework already described
above, with the functionals L and Ln given by (97) and (109), respectively. It is
clear to see that in this circumstance the assumptions (7)–(13), (15)–(26), (29)–(32),
(17)n–(19)n, (20)n–(21)n and (57)–(61) hold with an appropriate choice of the functions
B, D , Bn and Dn. Therefore, we are in a position to utilize Lemma 2 in order to
determine the existence of a solution of the optimal control problems in (98) and (109).
Applying the Theorem 4 to prove the convergence (113).
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6. A Stationary Heat Transfer Problem with Unilateral Constraints

Applying the abstract results of Sections 2 and 4, in this section we describes a heat
transfer boundary value problem. The classical formulation of the following problem for
finding a temperature field x : Ω −→ R such that

x ≥ 0, M x + f ≤ 0, x(M x + f ) = 0 a.e. in Ω, (122)

x = 0, a.e. in k1, (123)

x = b, a.e. in k2, (124)

− ∂x
∂ν

= q, a.e. in k3. (125)

Here, Ω is a bounded domain in Rd (d = 1, 2, 3) with smooth boundary
∂Ω = k1 ∪ k2 ∪ k3 and outer normal unit ν. Assume that k1,k2,k3 are disjoint mea-
surable sets and, moreover, meas(k1) > 0. We do not mention the dependence of the
different functions on the spatial variable x ∈ Ω ∪ ∂Ω. Let f be a internal energy func-
tion, b be the prescribed temperature field on k2 and q be the heat flux prescribed on k3.
Furthermore, ∂x

∂y denotes the normal derivative of x on k3.
For the variational analysis of (122)–(125) we consider the space

V = {y ∈ H1(Ω) : y = 0 on k1}.

Let (V, 〈·, ·〉V) be a real Hilbert space. Assume that

f ∈ L2(Ω), b ∈ L2(k2), q ∈ L2(k3), (126)

there exists y0 ∈ V such that

0 ≤ y0 ∈ Ω and y0 = b on k2. (127)

We introduce the set

K = {y ∈ V : y ≥ 0 on Ω, y = b on k2}. (128)

Then, the variational formulation of Equations (122)–(125), to obtained through stan-
dard arguments for finding x ∈ K such that∫

Ω
Ox · (Oy−Ox)dx +

∫
k3

q(y− x)da ≥
∫

Ω
f (y− x)dx, ∀y ∈ K . (129)

Now, we introduce the set of admissible pairs for inequality (129) defined by

V t
ad = {(x, f ) ∈ K × L2(Ω) such that (129) holds}. (130)

Moreover, we consider two constants ω, v and a function ψ such that

ω > 0, v > 0, ψ ∈ L2(Ω). (131)

Now we associate to (129) with above data, for finding optimal control problem
(x?, f ?) ∈ V t

ad such that

ω
∫

Ω
(x? − ψ)2dx + v

∫
Ω
( f ?)2dx = min

(x, f )∈V t
ad

{
ω
∫

Ω
(x− ψ)2dx + v

∫
Ω

f 2dx
}

. (132)

Next, we introduce the set

ˆK = {y ∈ V : y ≥ 0 in Ω}. (133)
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For each n ∈ N, we assume that the functions fn, ψn and the constants ζn, ωn, vn, are
given and satisfy the following conditions:

fn ∈ L2(Ω), (134)

ζn > 0, ωn > 0, vn > 0, ψn ∈ L2(Ω). (135)

Then, for each n ∈ N, we consider the following perturbation of (129) for finding
xn ∈ ˆK such that∫

Ω
Oxn · (Oy−Oxn)dx +

∫
k3

q(y− xn)da +
1
ζn

∫
k2

(xn − b)(y− xn)da ≥
∫

Ω
fn(y− xn)dx, ∀y ∈ ˆK . (136)

It is easy to see that (136) represents the variational formulation of the following
boundary value problem for finding a temperature field xn : Ω −→ R such that

xn ≥ 0, M xn + fn ≤ 0, xn(M xn + fn) = 0 a.e. in Ω, (137)

xn = 0 a.e. on k1, (138)

− ∂xn

∂ν
=

1
ζn

(xn − b) a.e. on k2, (139)

− ∂xn

∂ν
= q a.e. on k3, (140)

The set of admissible pairs for inequality (136) is defined by

V tn
ad = {(xn, fn) ∈ ˆK × L2(Ω) such that (136) holds}. (141)

Furthermore, the associated optimal control problem for finding (x?n, f ?n ) ∈ V tn
ad

such that

ωn

∫
Ω
(x?n − ψn)

2dx + vn

∫
Ω
( f ?n )

2dx = min
(x, f )∈V tn

ad

{
ωn

∫
Ω
(x− ψn)

2dx + vn

∫
Ω

f 2dx
}

. (142)

Theorem 6. Assume that (126)–(127), (131), (134) and (135) hold. Then

(a) problem (129) has a unique solution and, for each n ∈ N the problem (136) has a unique
solution also. Furthermore, if

ζn −→ 0 and fn ⇀ f ∈ L2(Ω) as n −→ ∞, (143)

the solution of problem (136) converges to the solution of problem (129), i.e.,

xn −→ x ∈ V as n −→ ∞. (144)

(b) problem (132) has at least one solution and, for each n ∈ N, problem (142) has at least one
solution. Moreover, the solution of problem (132) is unique if

ψ = 0L2(Ω)

and, for each n ∈ N, the solution of (142) is unique, if

ψn = 0L2(Ω).

(c) Assume that

ζn → 0, ωn → ω, vn → v, ψn → ψ ∈ L2(Ω) as n −→ ∞, (145)
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and let {(x?n, f ?n )} be a sequence of solutions of (142). Then, there exists a subsequence of the
sequence {(x?n, f ?n )}, again denoted by {(x?n, f ?n )}, and a solution (x?, f ?) of (132), such that

f ?n ⇀ f ? ∈ L2(Ω), x?n → x? ∈ V as n −→ ∞. (146)

Moreover, if ψ = 0L2(Ω), then the whole sequence {(x?n, f ?n )} satisfies (146) where (x?, f ?)
represents the unique solution of (132).

Proof. To begin, we will introduce some notation that will allow us to write the problem
in an equivalent way. To this end, Let γ : V −→ L2(Ω) be the canonical inclusion of V in
L2(Ω). Moreover, we consider the operators N : V×V −→ V, G : V×V −→ V defined by

〈N (x, x), y〉V =
∫

Ω
Ox ·Oydx +

∫
k3

q y da, ∀x, y ∈ V, (147)

〈G (x, x), y〉V =
∫
k2

(x− b) y da, ∀x, y ∈ V. (148)

Then, x is a solution of (129) if and only if

x ∈ K , 〈N (x, x), y− x〉V ≥ 〈 f , y− x〉L2(Ω), ∀y ∈ K . (149)

Moreover, for each n ∈ N, xn ∈ ˆK is a solution of (136) if and only if

〈N (x, x), y− x〉V +
1
ζn
〈G (xn, xn), y− xn〉V ≥ 〈 fn, y− xn〉L2(Ω), ∀y ∈ ˆK . (150)

Next, denote by L : V× L2(Ω) −→ R and Ln : V× L2(Ω) −→ R the cost functionals
given by

L (x, f ) = ω‖x− ψ‖2
L2(Ω) + v‖ f ‖2

L2(Ω), (151)

Ln(x, f ) = ωn‖x− ψn‖2
L2(Ω) + vn‖ f ‖2

L2(Ω), ∀(x, f ) ∈ V× L2(Ω). (152)

Then, it is clear to see that (x?, f ?) is a solution of (132) if and only if

(x?, f ?) ∈ V t
ad and L (x?, f ?) = min

(x? , f ?)∈V t
ad

L (x, f ). (153)

Moreover, for each n ∈ N, (x?n, f ?n ) is a solution of (132) if and only if

(x?n, f ?n ) ∈ V tn
ad and Ln(x?n, f ?n ) = min

(x? , f ?)∈V tn
ad

Ln(x, f ). (154)

We now proceed with the proof of the two parts of the theorem.

(a) Using the abstract results of Sections 2 and 3 with X = V, Y = L2(Ω), K and ˆK
defined by (128) and (133), respectively, and N defined by (147), G defined by (148),
and  ≡ 0, and conditions (7)–(15), (29)–(37) are satisfied. Therefore, we are in a
position to apply Theorem 1 and Lemma 1 in order to deduce the existence of a unique
solution of the variational inequalities in (149) and (150), respectively and also by
Theorem 3 to obtain the convergence (144). Combining (149) and (150), we arrived the
conclusion to the proof of the statement (a) in Theorem 6.

(b) We employ the Theorem 2 and Theorem 4 with the functionals L and Ln given by (151)
and (152), respectively, and conditions (7)–(13), (15)–(26), (29)–(32), (17)n–(19)n,
(20)n–(21)n, (57) and (58)–(59) are valid. As a result, we can clearly see that using
Theorem 2 and Lemma 2, we can conclude the existence of a solution to the optimal
control problems in (153) and (154), respectively.
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The uniqueness of the solution to the problem (132) when

ψ = 0L2(Ω)

follows from a strict convexity argument.
For any f ∈ L2(Ω), let x( f ) denote the solution of the variational inequality in (149).
Then, in [32], it was demonstrated that the functional

f � L (x( f ), f ) = ω‖x( f )‖2
L2(Ω) + v‖ f ‖2

L2(Ω)

is strictly convex. Hence, the optimal control problem in (153) has a unique solution
and the uniqueness of the solution of (142) in the case ψn = 0L2(Ω) follows from the
same argument. Hence, combined with the equivalence results (153) and (154) allows
us to conclude the proof of the (b) in Theorem 6.

(c) The convergence (146) is a direct consequence of Theorem 4. The convergence (146)
of the whole sequence {(x?n, f ?n )} in the case ψ = 0L2(Ω) follows from a standard
argument, since in this case (132) has a unique solution.
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