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Abstract: The frequent accidents caused by the main fan motor in coal mines have exposed the safety
hazards of rolling bearings. When a rolling bearing fails, its symmetry is broken, resulting in a rapid
decline in its safety performance and posing a great threat to the main fan. Therefore, accurate rolling
bearing fault diagnoses are the key to ensuring the safe and durable operation of main fans. Thus,
in this paper, we propose a new fault diagnosis method of rolling bearing based on wavelet packet
analysis and deep forest algorithm. Firstly, experiments were conducted under different health states
to guarantee the diversity of data relating to the rolling bearing’s main fan and then to ensure the
accuracy of the fault diagnosis under different health states. On the basis of the collected vibration
signal data, we conducted the wavelet packet analysis method to extract the characteristics of the
vibration signal and obtained a feature vector that characterizes the health of the bearing. After that,
the extracted feature vector was used as the feature vector of the deep forest algorithm to train the
deep forest diagnosis model and determine the location and fault type of the bearing fault. Finally, the
proposed method in this paper was validated with real-time monitoring data of a main ventilation fan
and compared with other diagnostic algorithms, which not only verified the diagnostic capability of
deep forest in handling small samples, but also verified the diagnostic capability of the fault diagnosis
model. In summary, the proposed fault diagnosis approach is promising in real coal mine main fans.

Keywords: bearing fault diagnosis; symmetry analysis; wavelet packet; deep forest; vibration signal;
main fan

1. Introduction

The rolling bearing is the core component of the coal mine main fan system, and its
health exerts a key impact on the operation of the main fan. The main fan of the coal
mine has a harsh working environment, a long service period, and complex working
conditions. It is extremely prone to failures of the inner ring, outer ring, cage, and rolling
elements of the rolling bearing at the drive end. The difficulty in fault diagnosis of rolling
bearings is that the non-stationary vibration signals collected by the acceleration sensor
have non-linear and time-varying characteristics. The use of ordinary methods to extract
the characteristics of the vibration signal has a low fault recognition rate. The vibration
signal data belong to the small sample data type, and the unbalanced problem is difficult
to overcome. Therefore, seeking an effective feature extraction for non-stationary vibration
signals and a fault diagnosis machine learning method suitable for small training sam-
ples is of great significance to the fault diagnosis of the rolling bearing of the coal mine
main fan [1].

Affected by external and internal factors, the main fan of coal mine had different
types of failures during operation. The failures caused by horizontal vibration and vertical
vibration of the rolling bearing at the drive end account for more than 70% [2]. Moreover,
the data of the vibration signal of the rolling bearing at the drive end are highly obtainable,
and it is easy to arrange the sensor. Therefore, the vibration signal is selected as the feature
vector that characterizes the health of the rolling bearing. Traditional main fan vibration
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signal analysis and processing mostly conduct Fourier transform analysis methods, wavelet
analysis, and other methods, which cannot accurately reflect the non-stationary and short
duration of the current vibration signal. It can only decompose low-frequency signals
and cannot deal with high-frequency signals. The signal is decomposed [3]. Wavelet
packet analysis is a good signal time-frequency analysis method, having obtained fruitful
application results in two fields of signal analysis and image processing [4]. Wavelet packet
analysis can overcome the shortcomings of traditional methods, extract the characteristics
of the vibration signal, make the vibration signal pass through a series of filters with
different center frequencies but the same broadband, and decompose the vibration signal
in a more detailed time-domain plane. At the same time, this method can improve the
resolution of the high frequency part of the vibration signal [5]. In recent years, wavelet
packet analysis has been widely used in the field of fault diagnosis for aviation equipment,
wind turbines, and power units. Many researchers have combined wavelet packet analysis
with diagnostic networks such as support vector machines, bat generalized regression
neural networks, and high-order cumulative to achieve fault diagnosis of rolling bearings,
analog circuits, refrigerators, and other forms of mechanical equipment [6–9].

In the field of intelligent diagnosis, neural networks require a large number of typical
fault samples to train models, making most neural network models limited in the engi-
neering application process of fault diagnosis. The deep forest algorithm can overcome
the problems of the high cost of fault sample labeling and difficulty in fault data collection,
finishing efficient fault diagnosis under small training samples [10]. At the same time,
neural networks rely on the choice of hyper-parameters, and parameter tuning is mostly
manually selected [11,12]. The fault diagnosis method based on the deep forest algorithm
is an efficient machine learning diagnosis method that uses random forest as the base
feature extractor, applies guided aggregation strategy to learn the data, and uses k-fold
cross-validation to refine the cascade forest layer expansion and validation, which can
reduce the influence of hyper parameters on the model [13,14]. At present, the deep forest
algorithm is widely used in the field of time series data and image processing data analysis,
having achieved fruitful application results [15]. The deep forest algorithm can be used to
process real-time monitoring data and historical data of environmental weather, as well as
to realize online fault diagnosis of photovoltaic modules [16]. At the same time, the deep
forest algorithm can be used to extract multi-level amplitude features and multi-level dense
scale-invariant feature transformation features, amplitude features, and realize fault recog-
nition in multi-feature mode [17–19]. In addition, some scholars used machine learning
methods to improve the deep forest model, solving the problems of the long characteristics
of single-sample data of mechanical equipment vibration signals and the high cost of deep
forest model data processing, and realized the fault diagnosis of mechanical equipment
under small training samples [20]. The bearing vibration signal data samples of coal mine
main fans cover a large number of sample points, mostly 1000–4000 data points. Deep
learning algorithms have defects in processing such data, and it is often difficult to achieve
accurate diagnosis due to large computational complexity and imperfect feature learning
system [21]. Therefore, in order for the fault diagnosis of the main fan bearing of the coal
mine to be completed, it is necessary to find a way to improve the deep forest algorithm.

Aiming at the shortcomings of the intelligent fault diagnosis method described in this
article, combined with the advantages of wavelet packet analysis in feature extraction, we
propose a fault diagnosis method for the rolling bearing of coal mine main fan based on
wavelet packet analysis and deep forest algorithm. Firstly, we collected the vibration signals
of the rolling bearing at the drive end of the main fan with different spectrum information,
and then we applied the wavelet packet analysis feature extraction method to decompose
the vibration signals and obtain the effective feature parameters that characterize the fault
state. After that, the effective feature parameters extracted by the wavelet packet feature
were used as the input of the deep forest algorithm, and the diagnosis model based on the
wavelet packet and the deep forest algorithm was trained. Finally, the validity of the fault
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diagnosis method for the rolling bearing of the driving end of the coal mine main fan under
the condition of small training samples was verified.

2. Background
2.1. The Introduction of Deep Forest Algorithm Theory

The multi-granularity cascade deep forest algorithm is an ensemble algorithm based
on random forest classifiers that can be used for classification learning of small sample
data. The deep forest algorithm is mainly implemented through two steps: cascading forest
structure construction and multi-granularity scanning.

2.1.1. Deep Forest Cascade Forest Structure

Deep forest mainly stacks multi-layer random forests by cascading, which requires less
training data to obtain better classification performance, and this process does not require
too much adjustment of the hyper parameter. The cascading forest structure of the deep
forest is composed of N-layer random forests. The input feature is a multi-dimensional
feature vector, and the output feature is each decision tree, with the output result being
an N-type vector. Each layer has a combination of different types of random forests. The
cascading forest structure shown in Figure 1 selects two random forest structures, namely,
random forest and complete random forest. Among them, each completely random forest
includes 500 trees, and each node randomly selects a feature as the judgment condition.
According to this discriminant condition, the child nodes are generated. When each child
node contains only the same type of vector, the characterization learning is stopped. Each
random forest also includes 500 trees, and the node features are selected randomly, with
the number of selected features D being the number of input feature vectors. The random
forest nodes are divided by the condition of the maximum feature of the Gini coefficient.
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Figure 1. Example of cascading forest structure. 

As shown in Figure 2, taking three types of vectors as an example, we show the 
generation process of three types of vectors.  

Figure 1. Example of cascading forest structure.

As shown in Figure 2, taking three types of vectors as an example, we show the
generation process of three types of vectors.

The figure shows the vector generation process flow of one of the three classification
problems, wherein the triangle is the x-type vector. Input the x-type vector into the random
forest, and each decision tree in each layer can calculate the occurrence probability of each
type of feature vector. Then, by averaging the probabilities generated by all decision trees,
the probability of occurrence corresponding to each type of vector output by the random
forest can be obtained.
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Figure 2. Flow chart of the generation process of x-type vectors.

2.1.2. Deep Forest Multi-Grain Scanning Structure

Deep forest multi-granularity scanning is mainly used to enhance the feature repre-
sentation capability of the deep forest by different sampling windows. We took three types
of vectors as an example, as shown in Figure 3.
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2.1.3. The Construction Process of Deep Forest Model

On the basis of the random forest algorithm and the related theoretical knowledge
of the deep forest, the construction process of the deep forest algorithm can be obtained.
Taking three types of vectors as an example, we show the construction process in Figure 4.
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The first step in implementing the deep forest algorithm is multi-granularity scanning
that preprocesses the original features. Firstly, the original input features are preprocessed
using multi-grain scanning, and the original 400-dimensional sequence feature vectors are
processed using 100-dimensional, 200-dimensional, and 300-dimensional sliding windows,
which can yield 301 three-class vectors, 201 three-class vectors, and 101 three-class vectors,
respectively. Then, these three class vectors are input into random forest A1, completely
random forest A2, random forest B1, completely random forest B2, random forest C1,
and completely random forest C2, which leads to finally obtaining 1806-dimensional,
1206-dimensional, and 303-dimensional feature vectors, respectively.

The second step is to construct a cascading forest structure and train the feature vector
output by the first step. Firstly, the 1806-dimensional feature vectors obtained from the
100-dimensional sliding window are input into the first cascade forest for training, and then
the 12-dimensional class distribution vectors are obtained. Then, the 12-dimensional class
distribution vector is spliced with the original 100-dimensional sliding window to obtain
the 1818-dimensional feature vector as the input data of the second layer. Subsequently, the
cascade forest training result of the second layer is spliced with the feature vector obtained
from the 200-dimensional sliding window to obtain the input data of the third layer of the
cascade forest. Then, the class distribution vector obtained from the training of the cascade
forest of the third layer is spliced with the feature vector obtained from the 300-dimensional
sliding window, and the input of the next layer can be obtained. This training process
is looped all the time, and the training is stopped when the ideal classification result is
obtained. Finally, the distribution probability of each class vector is obtained by averaging
the class vector results of each level and taking the maximum for it to obtain the final
output prediction result.

2.2. Wavelet Packet Feature Extraction Method
2.2.1. Basic Principles of Wavelet Packet Decomposition

Firstly, the definition of wavelet packet is clarified. For the filter coefficients hn and gn,
the following equation is satisfied [22]:

gn = (−1)nh1−n (1)

For the orthogonal scale function φ(t) and wavelet function ϕ(t), the two-scale rela-
tionship is satisfied as shown in Equation (2).

φ(t) =
√

2∑
k

h(k)φ(2t− k)

ϕ(t) =
√

2∑
k

g(k)φ(2t− k)
(2)

In order to better represent the wavelet packet function, the symbols µ0(t) = φ(t) and
µ1(t) = ϕ(t) are adopted. Under a fixed scale, µ0, µ1, h and g can be defined as a set of
functions called wavelet packets. The high-pass filter and the low-pass filter together form
a wavelet filter, and the recurrence relationship is shown in Equation (3).

µ2n(t) =
√

2∑
k

h(k)µn(2t− k)

µ2n+1(t) =
√

2∑
k

g(k)µn(2t− k)
(3)

In the equation, n is the number of layers of decomposition. With the help of the
wavelet filter, the nth frequency band of the upper layer can be decomposed, and then one
obtains the next layer of µ2n, µ2n+1 sub-channel vibration signal.

2.2.2. Wavelet Packet Decomposition and Reconstruction Algorithm

The wavelet packet analysis method can realize the decomposition of both the low-
frequency part of the signal and the high-frequency part. The decomposition process is



Symmetry 2022, 14, 267 6 of 17

neither redundant nor sparse, which enables efficient time-frequency localization analysis
of signals containing a large amount of medium- and high-frequency information. The
signal is decomposed by wavelet packet to generate 2n to sub-channel signals, and the
decomposition structure of the three-layer wavelet packet decomposition, for example, is
shown in Figure 5.
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After the original vibration signal is collected, the wavelet packet decomposition is
applied to obtain the high-frequency part and the low-frequency part. Then, the second
layer is decomposed again, and the decomposition at this time is not only completed
for the low-frequency part, but the semi-decomposition of both the low-frequency and
high-frequency parts is performed simultaneously. Each wavelet decomposition gets two
sequences, and the decomposition relationship can be expressed by Equation (4).

S = SSS + dSS + SdS + ddS + SSd + dSd + Sdd + ddd (4)

The wavelet packet transform is mainly used to expand the signal over the wavelet
packet function and solve the inner product of the vibration signal and the wavelet packet
function. The wavelet packet transform can make the original vibration signal similar to the
wavelet packet function. The wavelet coefficients are the coefficients of the wavelet packet
function similar to the original vibration signal. The reconstruction process of wavelet
packet satisfies Equation (5).

µ2n(t) =
√

2∑
k
[h(k)µn(k− 2t) + g(k)µn(k− 2t)] (5)

2.2.3. Wavelet Packet Energy Feature Extraction

Wavelet packet energy feature extraction is a key step in the wavelet analysis method.
In the wavelet packet energy spectrum, En,m is usually used to represent the energy of the
nth layer of the mth sub-band µn,m. The node number increases sequentially from low to
high frequencies, starting from zero, which can be expressed as shown in Equation (6).

En,m =
N

∑
k=1

µn,m
2 (6)

where m satisfies the set {m|m = 0, 1, . . . , 2n − 1} and n is the length of the original vibra-
tion signal. In order for the effect of the relative value of energy size to be eliminated, the
energy of each sub-band extracted by the wavelet packet energy feature is normalized. The
energy feature vector composed of the energy of all sub-bands can be expressed as shown
in Equation (7).

E = [En,0, En,1, . . . , En,m, . . . , En,2i−1] (7)
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With the energy of each sub-band known, it can be solved to obtain the sum of the
energy of each sub-band. The expression for the sum of energy obtained by solving can be
expressed as shown in Equation (8).

E1 = En,0 + En,1 + . . . + En,m + . . . + En,2i−1 (8)

The normalized energy eigenvector is denoted by equation, which is the percentage of
the total energy accounted for by the normalized wavelet packet energy in each sub-band.
The expression of equation is shown in Equation (9).

Eq =
E1

E
=

[
En,0

E
,

En,1

E
, . . . ,

En,m

E

]
(9)

3. Fault Diagnosis Process of Coal Mine Main Fan Bearing Based on Wavelet
Packet–Deep Forest Algorithm

In the field of coal mine main fan fault diagnosis, the deep forest algorithm has a
strong feature learning capability. However, to better characterize the fault state of coal
mine main fan bearings, researchers often select vibration data samples with more than
1000 data points. The deep forest algorithm has a large computational complexity and
a low diagnostic accuracy when dealing with long data types. Therefore, in order for
the diagnostic accuracy of the deep forest algorithm to be improved, a wavelet packet
analysis feature extraction method is selected to process the bearing fault data samples, and
a diagnosis method based on the wavelet packet–depth forest algorithm is introduced. The
method includes three steps, specifically involving the construction of a sample dataset,
wavelet packet feature extraction, and deep forest algorithm fault diagnosis, as shown
in Figure 6.
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In the field of the coal mine main fan fault diagnosis, the deep forest algorithm
has strong feature learning capability. Meanwhile, the deep forest model often selects
vibration data samples with more than 1000 data points in order to better characterize
the fault state of coal mine main fan bearings. The deep forest algorithm has a large
computational complexity and low diagnostic accuracy when dealing with data of long
data types. Therefore, in order for the diagnostic accuracy of the deep forest algorithm to
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be improved, a wavelet packet analysis feature extraction method is selected to process
the bearing fault data samples, and a diagnosis method based on wavelet packet-depth
forest algorithm is introduced. The method includes three steps, specifically involving the
construction of a sample dataset, the wavelet packet feature extraction, and deep forest
algorithm fault diagnosis, as shown in Figure 6.

(1) Construction of the sample dataset. Under a certain sampling frequency, the vibration
signal monitoring data of five typical health states of rolling bearing at the driving end
of coal mine main fan are obtained by acceleration sensors: normal state, inner ring
failure, outer ring failure, cage failure, and rolling body failure. Then, the vibration
signal dataset is constructed using the monitoring data.

(2) Feature extraction based on wavelet packet decomposition. Firstly, the wavelet packet
coefficients of the tree structure are obtained by selecting the appropriate number of
wavelet packet decomposition layers and applying the wavelet packet decomposition
method to the wavelet packet transform of the vibration signal. Then, the wavelet
packet coefficients are decomposed and reconstructed to obtain the reconstructed
signal. Subsequently, the wavelet packet energy features are extracted to obtain the
energy distribution of each sub-band. Finally, the energy of the sub-bands under
different health states is analyzed to obtain the feature parameters that can characterize
the health state of the main ventilation fan in coal mines, and the fault feature vector
set is constructed.

(3) Construction of fault diagnosis model. After wavelet packet feature extraction, the
fault sample dataset is divided into two parts: the training set and the test set. Then,
the feature vectors in the dataset are normalized in order to reduce the computational
effort of the diagnostic model. Then, the normalized feature vectors are input into the
multi-granularity scan structure of the diagnostic model to obtain the transformed
augmented vectors. Subsequently, the transformed broadened vectors are input to the
cascaded forest structure to obtain the feature class vectors. After that, the training set
is input to the fault diagnosis model to train the deep forest fault diagnosis model.
At the same time, the test set is input to the fault diagnosis model to determine the
health status of the bearing according to the output of the deep forest algorithm, and
then verify the diagnostic performance of the model.

4. Empirical Analysis
4.1. Construction of a Sample Dataset

As shown in Table 1, the data of the main ventilation fan monitoring and supervision
system of a mining company in Shanxi in 2021 was selected as the sample of bearing fault
diagnosis data. The main fan of this coal mine is in a typical high gas mine. The fan
ventilation method is a central parallel type, and the ventilation method is a mechanical
extraction type. The coal mine fan system is arranged with three vertical shafts—the
main shaft, the secondary shaft, and the return shaft—where the main shaft and the
secondary shaft are used for air intake and the return shaft is used for air return. The
mine design ventilation easy period air volume is 12,900 m3/min, negative pressure is
2059 Pa, and the equilibrium hole is 6.21 m2. The ventilation difficult period air volume
is 12,780 m3/min, negative pressure is 2178 Pa, and the equilibrium hole is 5.43 m2. The
return shaft is installed with two FBCDZ-8-No34 (2 × 800 KW) counter-rotating axial flow
main ventilation fans with impeller, and the diameter of the impeller is 3.4 m; one of the
fans is used for working production, and the other one is used as a backup. The condition
of the fans on site is shown in Figure 7. The main fan is equipped with various sensors
for gas, wind speed, negative pressure, etc., which can realize uninterrupted real-time
inspection of the operation condition
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Table 1. Rolling bearing health status, label coding, and data volume.

Bearing Health Output Fault Feature Vector Label Coding Sample Data Volume

Normal Y0 0 200
Inner ring failure Y1 1 100
Outer ring failure Y2 2 100

Rolling element failure Y3 3 100
Cage failure Y4 4 200
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Figure 7. FBCDZ-8-No34 counter-rotating axial flow coal mine main fan.

Using the acceleration sensor with a 12,000 sampling frequency for vibration signal
acquisition, we can obtain five kinds of health status monitoring data for the main fan
rolling bearing: normal state of the drive end bearing, inner ring failure, outer ring failure,
rolling body failure, and cage failure. Among them, the four kinds of fault state diagram
involved are shown in Figure 8.
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During the initial commissioning phase of the main ventilator system, the site person-
nel will adjust the speed of the fan by means of a frequency converter and keep it running
at a stable speed. The main ventilator is in a high gas mine and is in a difficult ventilation
period. Therefore, the site personnel will set the frequency of the inverter according to
the site air volume, negative pressure, gas concentration, and other conditions. After that,
the inverter will adjust the bearing speed on the basis of the data collected by the sensors
and ensure that the main ventilator is running under a stable working condition. At this
time, the speed of the sampling motor is 1797 r/min, taking its approximate number as
1800 rpm. In addition, the data collected at the mine only covered the type of fault and did
not record detailed information on the size of the fault. Therefore, in this experiment, the
data involve one kind of normal state and four kinds of fault state data, and the label code
is shown in Table 1. When 2000 consecutive vibration signal data points are selected as a set
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of vibration signal data samples, 200 sets of normal state monitoring data, 100 sets of inner
ring fault monitoring data, 100 sets of outer ring fault monitoring data, 100 sets of rolling
body fault monitoring data, and 200 sets of cage fault data can be obtained, being labeled
and coded correspondingly. The data sample sets for this fault diagnosis model validation
are allocated according to the ratio of one to four between the test set and the training set.

4.2. Feature Extraction Based on Wavelet Packet Decomposition

Before feature extraction of the vibration signal, the original vibration signal needs
to be routinely analyzed. Then, the wavelet packet feature extraction method is applied
to decompose the vibration signal and obtain the feature parameters that can effectively
characterize the vibration signal.

4.2.1. Experimental Signal Analysis

When the collected rolling bearing fault signals are processed, the data samples of the
previous second can be obtained. Then, the time-frequency diagram analysis is performed
on the data sample, and the time-domain diagram and the frequency spectrum diagram of
the original bearing vibration signal are obtained, as shown in Figures 9 and 10.

For the time domain curve, the vibration amplitude of the bearing was between 0.2 g
and 0.2 g in the cage fault state, and the vibration amplitude was average. The vibration
amplitude of the bearing was between −0.4 g and 0.4 g in the rolling body fault state, and
the amplitude was smaller than the inner ring and outer ring fault state, and the vibration
signal was uniform. It may have been due to its greater influence by noise interference and
covered less fault information. In the inner ring fault state, the vibration amplitude of the
bearing was between −1 g and 1.5 g, and the amplitude was smaller than that in the outer
ring fault state. The bearing vibration amplitude in the outer ring fault state was stronger,
and the amplitude was between −3 g and 3 g; the amplitude was larger, and it showed a
continuous shock signal. The normal state of the bearing vibration amplitude was more
stable, and the amplitude was between −0.2 g and 0.2 g; the amplitude was smaller, and
the vibration signal was uniform.
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ring failure. (d) Time domain characteristic curve of normal rolling bearing. (e) Time domain
characteristic curve of rolling bearing cage failure.
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Figure 10. The frequency spectrum diagrams of rolling bearings in different health states. (a) The
frequency spectrum characteristic curve of rolling bearing cage failure. (b) The frequency spectrum
characteristic curve of normal rolling bearing. (c) The frequency spectrum characteristic curve
of rolling bearing inner ring failure. (d) The frequency spectrum characteristic curve of rolling
bearing outer ring failure. (e) The frequency spectrum characteristic curve of rolling bearing rolling
element failure.

From Figure 10, it can be seen that for the spectrum curve, there were some differences
in the characteristic frequencies of the five health states. The characteristic frequencies of
12.09 Hz, 12.09 Hz, 32.42 Hz, 39.27 Hz, and 38.94 Hz appeared in the cage fault state, rolling
body fault state, inner ring fault state, outer ring fault state, and normal state, respectively,
being very close to the characteristic frequencies obtained from the actual calculation. The
vibration signal characteristic frequencies of the inner ring fault state and outer ring fault
state were similar, and the bearing fault type cannot be identified by only using the ordinary
vibration signal analysis method. Therefore, this paper combined wavelet packet analysis
algorithm to decompose the vibration signal and obtain the feature vector with obvious
energy difference. Then, the fault diagnosis of rolling bearing was realized by combining
with the fault diagnosis method.

From the bearing normal state, outer ring fault state, inner ring fault state, and rolling
body fault state, the cage fault state of the time frequency diagram can be seen, yet the fan
bearing vibration time frequency diagram amplitude difference is not obvious. Except for
the main frequency, the other frequency components of the normal state of the bearing are
lower than the other healthy states. The energy values of the time-frequency diagrams of
bearings in different health states are significantly different in different frequency bands.
Therefore, in this paper, the wavelet packet method is chosen to extract the characteristic
components of the vibration signals in different health states to characterize the health
states of the bearings.

4.2.2. Wavelet Packet Feature Extraction

The three-layer wavelet packet decomposition was carried out with the help of Meyer
wave, and the fault feature vectors of the five healthy states of rolling bearing normal, inner
ring fault, outer ring fault, rolling element fault, and cage fault were obtained. Part of the
data is shown in Table 2.
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Table 2. Example of training samples for fault diagnosis of rolling bearings.

Sequence X1 X2 X3 X4 X5 X6 X7 X8

1 3.49675 4.11059 0.50377 0.03127 0.00538 0.00196 0.00692 0.00042
2 4.54889 5.37067 0.56598 0.03524 0.00737 0.00338 0.00993 0.00038
3 3.07404 4.81892 0.55283 0.02923 0.00967 0.00203 0.00421 0.00048
4 2.82427 5.07006 0.53398 0.04956 0.00830 0.00259 0.00744 0.00051
5 3.88341 4.76665 0.59680 0.02818 0.00862 0.00215 0.00885 0.00056
6 3.53033 5.21762 0.55549 0.03266 0.00747 0.00275 0.00539 0.00047
7 2.05621 5.74676 0.57124 0.02189 0.00679 0.00266 0.00494 0.00034
8 2.35862 4.48616 0.59588 0.02411 0.00680 0.00242 0.00870 0.00038
9 2.04554 4.71590 0.64898 0.04372 0.00720 0.00252 0.00840 0.00045

10 2.95269 4.38476 0.53543 0.02320 0.00798 0.00216 0.01013 0.00060

In order to eliminate the influence of large differences in the value ranges of different
characteristic parameters of rolling bearings in different health states, we normalized
the training samples of deep forest fault diagnosis of rolling bearing health states. The
normalized rolling bearing fault diagnosis training samples are shown in Table 3.

Table 3. Example of training sample for fault diagnosis of rolling bearing after normalization
processing.

Sequence X1 X2 X3 X4 X5 X6 X7 X8

1 0.42868 0.50393 0.06176 0.00383 0.00066 0.00024 0.00085 0.00005
2 0.43151 0.50946 0.05369 0.00334 0.00070 0.00032 0.00094 0.00004
3 0.36202 0.56751 0.06510 0.00344 0.00114 0.00024 0.00050 0.00006
4 0.33240 0.59671 0.06285 0.00583 0.00098 0.00031 0.00088 0.00006
5 0.41779 0.51281 0.06420 0.00303 0.00093 0.00023 0.00095 0.00006
6 0.37749 0.55790 0.05940 0.00349 0.00080 0.00029 0.00058 0.00005
7 0.24447 0.68326 0.06792 0.00260 0.00081 0.00032 0.00059 0.00004
8 0.31519 0.59951 0.07963 0.00322 0.00091 0.00032 0.00116 0.00005
9 0.27373 0.63108 0.08685 0.00585 0.00096 0.00034 0.00112 0.00006

10 0.37296 0.55384 0.06763 0.00293 0.00101 0.00027 0.00128 0.00008

The normalized rolling bearing wavelet packet energy feature vector was analyzed,
and the energy histogram was able to be obtained, as shown in Figure 11.
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The wavelet packet feature extraction of the rolling bearing can obtain the feature
vector E that can characterize the failure state of the main fan. That is, E is used as a data
sample to verify the fault diagnosis method, where E satisfies the formula
E = [E3,0, E3,1, E3.2, E3,3, E3,4, E3,5, E3,6, E3,7]. Taking the extracted feature vector E as the
input feature vector x of the deep forest, we found that x then satisfied the formula
x = E = [x1, x2, x3, x4, x5, x6, x7, x8].
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4.3. Fault Diagnosis of Rolling Bearings at Driving End of Main Fan

According to the fault diagnosis process, the fault diagnosis of the rolling bearing of the
driving end of the main fan of the coal mine can be carried out. There are five kinds of health
status of rolling bearings, and thus the fault diagnosis process is a five-category problem.

Firstly, we constructed a multi-granularity scanning structure. The eight-dimensional
energy feature vector obtained by wavelet packet decomposition was input into the multi-
granularity scanning structure. For the sequence data, two-dimensional, three-dimensional,
and four-dimensional sliding windows were set to scan the original features. Taking 2D as
an example, the process of multi-granularity scanning structure can be obtained, as shown
in Figure 12.
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Figure 12. Construction process of multi-granularity scanning structure under a 2D window.

For the sequence data of the five-classification problem, there were eight-dimensional
original input features. In the case of step size 1, seven feature vectors can be obtained by
scanning the input features using a sliding window of two-dimensional feature size. In-
putting the seven two-dimensional feature vectors into the random forest A and completely
random forest B, we found that seven five-dimensional transformed feature vectors can be
generated. Finally, the class vectors generated by each forest were stitched together, and
70-dimensional transformed feature vectors corresponding to the original eight-dimensional
input feature vectors can be output.

Then, the cascaded forest structure was constructed as shown in Figure 13. Each
layer of the cascade forest structure was composed of multiple random forests. Each
random forest contained multiple decision trees, and each tree outputted a result in the
form of a class vector. The output of each decision tree was averaged, and the mean value
was selected as the final prediction according to the maximum principle of the voting
mechanism. The process of constructing a rolling bearing cascade forest structure was a
five-category problem solving process, and the final output result of each random forest
took the form of a probability of occurrence of a five-dimensional class vector. Therefore,
taking the mean value of each decision tree output results in a five-dimensional class vector.
The mean value with the highest probability of occurrence was selected as the final output
of the model.
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Finally, a fault diagnosis model of the rolling bearing of the main ventilator based on
the deep forest was constructed, as shown in Figure 14.
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As shown in Figure 14, the original input of the fault diagnosis of the rolling bearing
of the main fan of deep forest was an eight-dimensional feature vector. In order to improve
the feature diversity of the deep forest model, we used three sliding windows of different
sizes in multi-granularity scanning, namely, two-dimensional, three-dimensional, and
four-dimensional feature vectors. We used 2D feature window, 3D feature window, and
4D feature window to process sequence data samples and generate training sample data sets
of seven, six, and five corresponding dimensions, respectively. Then, these training sample
datasets were used to train Random Forest A1, Complete Random Forest A2, Random
Forest B1, Complete Random Forest B2, Random Forest C1, and Complete Random Forest
C2, respectively, which generated 70-dimensional, 60-dimensional, and 50-dimensional
transform feature vector.

Then, we trained the results of the multi-granularity scan. The 70-dimensional trans-
form feature vectors obtained from these two-dimensional sliding windows were input
into the first-level cascade forest for training, and 20-dimensional augmented feature vec-
tors were obtained. The 20-dimensional augmented feature vector was spliced with the
70-dimensional feature vector obtained from the original two-dimensional sliding window
to obtain a 90-dimensional feature vector. Using these 90-dimensional feature vectors as
the input data of the second-level cascading forest, we obtained the training results of the
second-level cascading forest. Combining the training results of the second-level cascaded
forest with the 60-dimensional feature vector obtained from the three-dimensional sliding
window, we obtained the input data of the third-level cascading forest structure. Then, we
concatenated the training results of the third-level cascade forest with the 50-dimensional
feature vector obtained from the four-dimensional sliding window to obtain the input of
the next layer. We repeated this process until the ideal classification result was obtained,
and the training is ended. Finally, we took the average of the class vector results of each
level to obtain the distribution probability of each class vector; took the maximum of it; and
obtained the final output result, that is, we determined the type of fault diagnosis and the
probability of occurrence of this type of fault.

4.4. Analysis of Results

We selected 560 sets of data samples to train the fault diagnosis model. Then, we
selected the remaining 140 sets of data samples as the test set and carried out fault diagnosis
experiments on the Python development platform to verify the effectiveness of the method
proposed in this article. A set of fault diagnosis case results was selected for analysis, and
an example of the fault diagnosis experiment result set is shown in Figure 15.
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After the diagnosis model training was over, we took the results of the four ran-
dom forest outputs as an example of the result vector set and obtained the result set
s = {0:38.86%, 1:54.44%, 2:6.09%, 3:0.42%, 4:0.19%}; in accordance with the principle of max-
imizing the voting mechanism, the fault diagnosis result of this example was the Y1-type
fault of the rolling bearing, that is, the inner ring fault, and the probability of its occurrence
was found to be 54.44%.

4.5. Comparison Experiments

In order to verify the effectiveness of the method in this paper, we selected random
forest algorithm, SVM, and BP network as the diagnostic comparison algorithms, and the
rolling bearing data were trained according to the implementation process of the algorithm.
We used the fault diagnosis training set to train the algorithm and used the test set to verify
it. The results are shown in Table 4.

Table 4. Comparison of experimental results of rolling bearing fault diagnosis.

Health Status Sample Size SVM BP Random Forest Deep Forest

Normal 40 90 80 90 100
Inner ring failure 20 80 87.5 80 95
Outer ring failure 20 85 80 90 100

Rolling element failure 20 90 75 90 100
Cage failure 40 85 75 87.5 97.5

Average accuracy rate 88 79.5 85.5 98.5

Comparing the fault recognition rates of the four methods, we found that the fault
diagnosis model combining wavelet packet feature extraction and deep forest algorithm
had significantly better fault diagnosis performance than random forest algorithm, SVM,
and BP network when the same five health states were diagnosed. The average diagnostic
accuracy of the method proposed in this article was as high as 98.5%. At the same time,
when designing the fault diagnosis experiment, we found that the parameters of the deep
forest did not need to be adjusted too much. The random forest algorithm, SVM, and BP
network needed to adjust the parameters to improve the accuracy, which saved training
time to a certain extent.

5. Conclusions

In this paper, a fault diagnosis method of rolling bearing based on wavelet packet
analysis and deep forest was proposed, taking full advantage of the improved deep forest
algorithm diagnosis ability. The following conclusions can be drawn:

(1) In view of the fact that the vibration signal of the coal mine main ventilator often
has the characteristics of non-stationary and vibration amplitude modulation, the
wavelet packet analysis method was used to decompose the signal, and characteristic
parameters that can accurately reflect the characteristics of the vibration signal were
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obtained. The results show that wavelet packet analysis can overcome the shortcom-
ings of traditional feature extraction methods, decompose the time-domain plane of
the vibration signal more finely, and at the same time improve the resolution of the
high-frequency part of the vibration signal.

(2) The deep forest algorithm was improved by introducing the wavelet packet analysis
method, and the feature parameters after wavelet packet feature extraction were used
as the input feature vector of the deep forest algorithm to achieve accuracy in the case
of insufficient sample size and high model parameter settings.

(3) In the process of processing the original data, wavelet packet feature extraction can
save the time of multi-granularity scanning of the deep forest algorithm, thereby
reducing the running time required for model training.

(4) With small training samples, the diagnostic model proposed in this paper outper-
formed other types of diagnostic methods in terms of diagnostic accuracy, diagnostic
speed, and model computational complexity, which verifies the superiority of the
method proposed in this paper. Due to the limitation of data acquisition, the experi-
mental data carried out in this paper were obtained from a coal mining company, and
the extracted bearing speed was constant, which may directly lead to over-idealized
experimental results close to 100%. Therefore, more kinds of sample data can be
actively obtained in future studies. At the same time, this paper provides reasonable
suggestions for fan safety managers to record specific information on bearing failures
in a timely manner for better machine troubleshooting.
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