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Abstract: The uncertainty of intuitionistic fuzzy numbers (IFNs) is further enhanced by the existence
of the degree of hesitation (DH). The shortcomings of existing researches are mainly reflected in the
following situations: when comparing IFNs, the comparison rules of IFNs are difficult to apply to the
comparison of any two IFNs, or the relevant methods do not fully consider the uncertainty expressed
by DH. Thus, the rationality of the decision results needs to be improved. On the other hand, multi-
attribute decision making (DADM) based on IFNs is often not objective due to the need to determine
the attribute weight. Moreover, the strict condition of attribute aggregation of classical dominance
relation makes it a method that fails considering the practical application. Aiming at the comparison
problem of IFNs, this paper takes probability conversion as the starting point and proposes an IFN
comparison method based on the area method, which can better deal with the comparison problem
of “either superior or inferior” IFNs. In addition, aiming at the MADM problem of an intuitionistic
fuzzy information system, we propose an intuitionistic fuzzy probabilistic dominance relation model
and construct the MADM method under the probabilistic dominance relation. The series properties
of IFNs and probabilistic dominance relation were summarized and proved, which theoretically
ensured the scientificity and rigor of the method. The results show that the comparison and ranking
method of IFNs proposed in this paper can be applied to the comparison of any two IFNs, and the
dominance degree of IFNs is presented in the form of probability, which is more flexible and practical
than the classical method. The probabilistic dominance relation method based on IFNs avoids the
problem of determining attribute weights subjectively or objectively, and the decision maker can
reflect decision preference by adjusting decision parameters to better match the actual problem. The
application of this model to a campus express site evaluation further verifies the feasibility of the
proposed method and the rationality of the results. In addition, various extension problems of the
model and method proposed in this paper are discussed, which pave the way for future related
research. This paper constructs a complete decision-making framework through theoretical analysis
and application from practical problems, which provides a reference for enriching and improving
uncertain decision-making theory and the MADM method.

Keywords: intuitionistic fuzzy numbers (IFNs); probability conversion; area method; probabilistic
dominance relationship; multi-attribute decision-making (MADM)

1. Introduction

Since its birth in 1965, fuzzy sets theory [1] has been widely concerned by the academic
community and has been widely applied in various fields subsequently as a uncertainty
quantification model and method [2,3]. At present, the research on fuzzy sets theory in the
academic circle has tended to be mature, and many new concepts and models of fuzzy sets
extension have appeared, such as intuitionistic fuzzy sets (IFS) [4,5], hesitant fuzzy sets [6,7],
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etc. Some scholars integrate fuzzy sets theory with other theories to solve new problems,
such as fuzzy rough sets [8–11], rough fuzzy sets [12–14], fuzzy soft sets [15], Pythagorean
fuzzy sets [16,17], etc. Regarding the application of fuzzy sets, relevant scholars have also
conducted extensive discussions, such as applying intuitionistic fuzzy sets to ensemble
learning [18] and emergency logistics plan decision [19], applying hesitant fuzzy sets to
sequence recognition [20] and product quality management [21], applying interval fuzzy
sets to risk management [22] and transportation problems [23], etc., and achieving fruitful
results in a series of studies.

IFS increase the uncertainty of information expression and applicability to practical
problems because the uncertainty of fuzzy sets is described by the degree of membership
(DM) and degree of non-membership (DN). Therefore, many scholars have conducted
researches on IFS, such as distance measure [24–26] and similarity measure [27]. In ad-
dition, the model generalization of IFS is also studied, such as interval type IFS [28],
Atanassov-type intuitionistic fuzzy [29], intuitionistic fuzzy soft sets [30,31], intuitionistic
fuzzy rough sets [32,33], intuitionistic fuzzy set and three-way decision [34–37], intuition-
istic fuzzy set and dominance relationship [38,39], and other series of achievements. At
present, IFS have achieved good application results in fault diagnosis [40], multi-attribute
decision-making [41], incomplete data decision-making [42], deep learning [43], imbalance
learning [44], and other fields.

However, it is precisely because of the introduction of the degree of non-membership
(DN) and the degree of hesitation (DH) in IFS, and there is no unified standard for the
treatment of DH in the academic circle, so the comparison of intuitionistic fuzzy numbers
(IFNs) has become a problem that researchers continue to explore. Atanassov K [4] de-
fined the inclusion relation of fuzzy sets from the perspective of sets. Wei C P et al. [45]
believed that the uncertainty of IFS was reflected in fuzziness and intuitionality. The fuzzi-
ness was determined by the difference between its DM and DN, while the intuitionality
was determined by its DH, and the entropy measurement formula of IFS was proposed
based on this. Sevastjanov P [46] proposed a new comparison method for intuitionistic
fuzzy numbers that can deal with real, interval and fuzzy values. Some scholars often
do not consider the influence of DH when measuring IFS. For example, Wang Y [47]
and Zhao F X [48] only measured the distance between IFS with the difference between
DM and DN; Li YH et al. [49] proposed a unified ranking method of intuitionistic fuzzy
numbers and Pythagorean fuzzy numbers based on area characterization, but they also
did not consider the influence of DH. Ye J [50] defined cosine similarity of IFS, but did
not consider the influence of DH, so it is easy to get unreasonable comparison results.
Xie J M et al. [51] put the DH in the same position as the DM and DN when considering
the distance measure. Xu C L et al. [52] equally divided the DH into the DM and the DN,
and proposed its distance measure by constructing a four-dimensional space.

In summary, the current research on IFS mainly has the following deficiencies: First,
most literature does not consider the DH enough, or choose to ignore the DH, which may
lead to information loss and unreasonable decision making. In other studies, DM, DN, and
DH are processed in the same way. However, as DH is not completely independent of DM
and DN, information redundancy will be caused to a certain extent. Second, most research
results based on the integration of IFS and rough sets consider the inclusion relationship
between fuzzy sets from the perspective of sets, calculate the upper approximation and
lower approximation of concepts, or take classification as the purpose; in contrast, there are
few studies for the purpose of evaluation and ranking.

Given the current academic research on IFS, this paper proposes a comparison method
of intuitionistic fuzzy numbers considering the DH and then constructs a MADM method
for intuitionistic fuzzy numbers based on probabilistic dominance relations. The main
contributions of this paper are as follows:

(1) In view of the problem that the comparison and measurement of IFNs in the
current research do not fully consider the DH, this paper proposes a comparison and
ranking method of IFNs based on DN conversion, and by constructing the number of fuzzy
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intervals, the comparison of intervals based on the geometric area method is carried out
and finally converted into the comparison probability of IFNs. This method can be applied
to the comparison of any two IFNs, and fully considers the influence of the size of DH
on the comparison of IFNs, expands the comparison method of IFNs, and obtains more
reasonable results.

(2) The classical rough sets model of dominance relation often faces failure in practical
decision-making problems due to the requirement of the construction of its dominance
class to satisfy the condition that all attributes are simultaneously dominant. Therefore, for
intuitionistic fuzzy information systems, this paper proposes a MADM method based on
probabilistic dominance relations. By setting parameters α and β as the threshold of IFNs
comparison and multi-attribute dominance class construction, respectively, the method can
effectively solve the situation that the classical dominance relation is easy to fail, which
makes the method more widely applied and robust. In addition, the method of element
comparison based on the dominance class is improved and the decision steps are given. It
is helpful to further develop the theory and method of uncertain decision-making theory
and method based on fuzzy sets and rough sets, and improve the theory and application
research of MADM.

The following chapters of this paper are arranged as follows: Section 2 is a review
of basic knowledge, Section 3 is a comparison and ranking method for IFNs based on
probability conversion and the area method, Section 4 is an intuitionistic fuzzy probabilistic
dominance relationship and the MADM method, Section 5 is a case application analysis,
Section 6 is a discussion, and Section 7 is a conclusion.

2. Basic Knowledge

In this section, the basic concept of IFS is reviewed briefly to lay a foundation for
subsequent research.

Definition 1. ([4]). Let U be a non-empty finite universe, and an IFS A on U is defined as
A = {x, µA(x), νA(x)|x ∈ U}, where µA(x), νA(x) indicate the degree of membership (DM)
and degree of non-membership (DN) that element x in U belongs to IFS A, and for ∀x ∈ U,
0 ≤ µA(x) + νA(x) ≤ 1, µA:U → [0, 1] and νA: U → [0, 1] represent membership functions
and non-membership functions of U on A, respectively. Let πA(x) = 1− µA(x) − νA(x) be
the degree of hesitation (DH) of U for set A, and 0 ≤ πA(x) ≤ 1 is obvious. For ∀x ∈ U,
A(x) = (µA(x), νA(x)) is the intuitionistic fuzzy number (IFN) of U under set A.

For the sake of simplification, x = (µ, ν) is generally used to represent the IFN; then,
0 ≤ µ ≤ 1, 0 ≤ ν ≤ 1 and 0 ≤ µ + ν ≤ 1.

Definition 2. ([38]). Let x1 = (µ1, ν1) and x2 = (µ2, ν2) be two IFNs, then x1 ≤ x2 if and only
if µ1 ≤ µ2 and ν1 ≥ ν2. In particular, x1 = x2 if and only if µ1 = µ2 and ν1 = ν2.

Example 1. If x1 = (0.2, 0.5), x2 = (0.3, 0.3) and x3 = (0.4, 0.4) are three IFNs, then it can
be seen from Definition 2 that x1 ≤ x2 and x1 ≤ x3 are valid, but x2 and x3 cannot be compared
according to Definition 2.

As shown in Example 1, there are two problems in the comparison of IFNs. First, this
rule cannot give comparison results for any two IFNs, which greatly limits the application
of IFNs in MADM. Secondly, for the IFNs that can be compared according to Definition 2,
the comparison results are often irrational. This is because the existence of DH makes IFNs
have greater uncertainty. If the DH is converted into DM or DN under certain conditions,
the conclusion of x1 ≤ x2 is not always valid. If the DH of x1 is converted into DM and
the DH of x2 is converted into DN, namely µ(x1

′) = µ(x1) + π(x1) = 0.2 + 0.3 = 0.5,
ν(x2

′) = ν(x2) + π(x2) = 0.3 + 0.4 = 0.7, then x1
′ = (0.5, 0.5) and x2

′ = (0.3, 0.7) are
available. Obviously, the comparison result at this time should be x1

′ > x2
′, although this

conversion is not an inevitable result. However, the above example at least shows that there
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is a possibility of x1 > x2, and it cannot be directly determined that x1 ≤ x2 is satisfied
with µ1 ≤ µ2 and ν1 ≥ ν2.

3. Comparison of IFNs Based on the Area Method

Definition 3. Let x1 = (µ1, ν1) and x2 = (µ2, ν2) be two IFNs satisfying µ1 + ν1 = 1,
µ2 + ν2 = 1, namely π1 = 1− µ1 − ν1 = 0, π2 = 1− µ2 − ν2 = 0. Therefore, x1 ≤ x2 if
and only if µ1 ≤ µ2 and ν1 ≥ ν2. In particular, x1 = x2 if and only if µ1 = µ2 and ν1 = ν2.

On the basis of Definition 2, Definition 3 makes a further strictly defined, that is, when
there is no DH in IFNs, the comparison of IFNs can be made according to Definition 2.

In fact, in Definition 3, if µ1 + ν1 = 1 and µ2 + ν2 = 1 are satisfied, then there will
be ν1 ≥ ν2 when µ1 ≤ µ2. Therefore, for IFNs without DH, the IFN can be sorted by the
comparison of DM directly.

Definition 4. Let x = (µ, ν) be an IFN, π = 1− µ− ν. For ∀α ∈ [0, 1], let Nα(x) = (µ + απ,
ν + (1− α)π) be an α-probability conversion of the IFN of x. Obviously, Nα(x) = (µα, να)
satisfies µα + να = 1.

According to Definition 4, the DH of IFNs can be further clarified and converted
into DM or DN of fuzzy numbers. As shown in Figure 1, the part near the left expresses
the concept of certainty belonging, namely DM; the part near the right expresses the
concept of certainty unbelonging, namely DN; and the middle part expresses the concept
of uncertainty, namely DH. According to the assumption of probability conversion, if we
convert part of π of DH into DM, the part of DM will become larger, and if we convert
another part of π of DH into DN, the part of DN will also become larger. Through this
probability conversion, the uncertain attribution problem of IFNs is eliminated to a certain
extent, so as to enhance the comparability of IFNs.
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Figure 1. α-probability conversion of the IFN.

It can be seen from Definition 4 that when α = 0, N0(x) = (µ, ν + π), that is all the DH
is converted into DN, then the degree of “non-belonging” reaches the maximum. When
α = 1, N1(x) = (µ + π, ν), that is the DH is completely converted into the DM, then the
degree of “belonging” reaches the maximum. When α ∈ (0, 1), the DH π is divided into
two parts, which are converted into DM and DN using απ and (1− α)π, respectively.

Although all IFNs can be converted into another IFNs without DH according to
Definition 4, then all IFNs without DH can be compared and sorted according to Definition
3. However, the actual problem is not so simple, because the conversion probability α is
difficult to determine; in other words, when the value of α is different, different comparison
and sorting results will be obtained, as shown in Example 2.

Example 2. Let x1 = (0.3, 0.4) and x2 = (0.4, 0.5) be two IFNs. Obviously, x1 and x2 cannot be
compared according to Definition 2. Take α = 0, 0.5, 1 respectively, then:

N0(x1) = (0.3, 0.7), N0(x2) = (0.4, 0.6), there is N0(x1) < N0(x2).
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N0.5(x1) = (0.45, 0.55), N0.5(x2) = (0.45, 0.55), there is N0.5(x1) = N0.5(x2).
N1(x1) = (0.6, 0.4), N1(x2) = (0.5, 0.5), there is N1(x1) > N1(x2).

The result of Example 2 shows that when the conversion probability α takes different
values, completely different comparison results may be obtained. We can further draw the
variation trend of DM of x1 and x2 after conversion with conversion probability α through
Figure 2. Since the probability conversion formula is linear, the conversion DM of x1 and
x2 also follows a linear trend. The conversion DM of x1 and x2 increases with the increase
of α, which is monotonous. The relative comparison of conversion DM between x1 and x2
with 0.5 as the dividing line, when α < 0.5, there is Nα(x1) < Nα(x2), when α > 0.5, there
is Nα(x1) > Nα(x2), if and only if α = 0.5, there is Nα(x1) = Nα(x2).
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Figure 2. The change trend of conversion DM of x1 and x2 with different conversion probabilities α.

In view of this, we cannot artificially give the conversion probability, because it is
difficult to give itself; in addition, for different IFNs, the conversion probability does not
have to be the same. Therefore, the comparison of IFNs cannot be made simply using a
given conversion probability. However, probability conversion still provides an effective
idea for the comparison of IFNs. In practice, we can compare and analyze all possible
conversion cases with an “exhaustive method”, and finally, give a reasonable conclusion
for the comparison of IFNs in the form of probability.

Definition 5. Let x = (µ1, ν1) and y = (µ2, ν2) be two IFNs, π1 = 1−µ1− ν1, π2 = 1− µ2 − ν2,
denoting L(x) = [µ1, µ1 + π1] and L(y) = [µ2, µ2 + π2] as the DM conversion interval of IFNs x
and y, then the dominance degree of x relative to y can be formalized as P(x ≥ y) =

s

G
f (m, n)dmdn,

Where f (m, n) is the joint probability density of random variables X and Y, the value range of X cor-
responds to L(x) = [µ1, µ1 + π1], and the value range of Y corresponds to L(y) = [µ2, µ2 + π2].
G is the integral region for comparing x ≥ y constructed via DM conversion interval L(x) and
L(y) of IFNs x and y, namely G = {(m, n)|m ∈ L(x), n ∈ L(y), m ≥ n}.

The specific expression of P(x ≥ y) in Definition 5 explicitly depends on the relative
size relationship between µ1, µ2, π1, π2, which can be discussed in 6 cases as follows:

Case 1: µ1 ≤ µ2 ≤ µ2 + π2 ≤ µ1 + π1; currently, the position relationship is shown in
Figure 3a. The rectangular ACFD is divided into two parts via the first quadrant diagonal
y = x. The area of the trapezoid EFCB in the lower right corner is denoted as S1, and the
area of the trapezoid ABED in the upper left corner is denoted as S2, then P(x ≥ y) = S1/S,
P(x ≤ y) = S2/S.
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As shown in Figure 3a, AC = π1, AD = π2, so S = π1π2. Then EF = (µ1 + π1)− (µ2 +
π2), BC = (µ1 + π1)− µ2, CF = π2, so S1 = 1

2 (EF + BC)CF = π2
2 (2µ1 + 2π1 − 2µ2 − π2).

AB = µ2 − µ1, DE = µ2 + π2 − µ1, AD = π2, then S2 = 1
2 (AB + DE)AD = π2

2 (2µ2 −
2µ1 + π2). There is:
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P(x ≥ y) = S1
S = 2µ1+2π1−2µ2−π2

2π1
, P(x ≤ y) = S2

S = 2µ2−2µ1+π2
2π1

, it is easy to verify
S1 + S2 = S, P(x ≥ y) + P(x ≤ y) = 1.

Case 2: µ1 ≤ µ2 ≤ µ1 + π1 ≤ µ2 + π2, the position relationship is shown in Figure 3b, and
the other symbol marks and interpretation are the same as Case 1.

As shown in Figure 3b, AC = π1, AD = π2, so S = π1π2. Because BC = CF =

µ1 + π1 − µ2, there is S1 = 1
2 (µ1 + π1 − µ2)

2. The calculation of S2 needs to divide the
pentagon ABEFD into rectangular ABGD and trapezoidal EFGB, and AB = µ2 − µ1,
AD = π2, so SABGD = (µ2 − µ1)π2. Because EF = (µ2 + π2) − (µ1 + π1), BG = π2,
GF = µ1 + π1 − µ2, so SEFGB = 1

2 (µ2 + 2π2 − µ1 − π1)(µ1 + π1 − µ2), then S2 = SABGD +

SEFGB=
1
2 [2π1(µ2 − µ1) + π1(2π2 − π1)− (µ2 − µ1)

2]. Thus,

P(x ≥ y) =
S1

S
=

(µ1 + π1 − µ2)
2

2π1π2
, P(x ≤ y) =

S2

S
=

2π1(µ2 − µ1) + π1(2π2 − π1)− (µ2 − µ1)
2

2π1π2
.

Case 3: µ2 ≤ µ1 ≤ µ1 + π1 ≤ µ2 + π2, and the position relationship is shown in Figure 3c.

As shown in Figure 3c, AC = π1, AD = π2, so S = π1π2. Because CB = µ1 − µ2,
FE = µ1 + π1 − µ2, CF = π1, so S1 = 1

2 (CB + FE)CF = π1
2 (2µ1 − 2µ2 + π1). With

DE = (µ2 + π2)− (µ1 + π1), AB = µ2 + π2− µ1, AD = π1, then S2 = 1
2 (DE + AB)AD =

π1
2 (2µ2 + 2π2 − 2µ1 − π1). Hence,

P(x ≥ y) =
S1

S
=

2µ1 − 2µ2 + π1

2π2
, P(x ≤ y) =

S2

S
=

2µ2 + 2π2 − 2µ1 − π1

2π2
.

Case 4: µ2 ≤ µ1 ≤ µ2 + π2 ≤ µ1 + π1, and the position relationship is shown in Figure 3d.

As shown in Figure 3d, AC = π1, AD = π2, so S = π1π2. The calculation of S1
needs to divide the pentagonal BCFDE into rectangular BCFG and trapezoidal EDGB,
and BC = µ1 − µ2, CF = π1, so SBCGF = (µ1 − µ2)π1. Because ED = (µ1 + π1)− (µ2 +
π2), BG = π1, DG = µ2 + π2 − µ1, so SEDGB = 1

2 (µ1 + 2π1 − µ2 − π2)(µ2 + π2 − µ1),
S1 = SBCGF + SEDGB = 1

2 [2π2(µ1 − µ2) + π2(2π1 − π2)− (µ1 − µ2)
2]. AB = AE = µ2 +

π2 − µ1, S2 = 1
2 (µ2 + π2 − µ1)

2. Hence,

P(x ≥ y) =
S1

S
=

2π2(µ1 − µ2) + π2(2π1 − π2)− (µ1 − µ2)
2

2π1π2
, P(x ≤ y) =

S2

S
=

(µ2 + π2 − µ1)
2

2π1π2
.

Case 5: µ1 ≤ µ1 + π1 ≤ µ2 ≤ µ2 + π2, the position relationship is shown in Figure 3e.
Obviously, S1 = 0, S2 = S = π1π2, i.e., P(x ≥ y) = 0, P(x ≤ y) = 1.

Case 6: µ2 ≤ µ2 + π2 ≤ µ1 ≤ µ1 + π1, the position relationship is shown in Figure 3f.
Obviously, S2 = 0, S1 = S = π1π2, i.e., P(x ≥ y) = 1, P(x ≤ y) = 0.

By summarizing the above 6 cases, we can obtain:

P(x ≥ y) =



2µ1+2π1−2µ2−π2
2π1

, µ1 ≤ µ2 ≤ µ2 + π2 ≤ µ1 + π1
(µ1+π1−µ2)

2

2π1π2
, µ1 ≤ µ2 ≤ µ1 + π1 ≤ µ2 + π2

2µ1−2µ2+π1
2π2

, µ2 ≤ µ1 ≤ µ1 + π1 ≤ µ2 + π2
2π2(µ1−µ2)+π2(2π1−π2)−(µ1−µ2)

2

2π1π2
, µ2 ≤ µ1 ≤ µ2 + π2 ≤ µ1 + π1

0, µ1 ≤ µ1 + π1 ≤ µ2 ≤ µ2 + π2
1, µ2 ≤ µ2 + π2 ≤ µ1 ≤ µ1 + π1
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P(x ≤ y) =



2µ2−2µ1+π2
2π1

, µ1 ≤ µ2 ≤ µ2 + π2 ≤ µ1 + π1
2π1(µ2−µ1)+π1(2π2−π1)−(µ2−µ1)

2

2π1π2
, µ1 ≤ µ2 ≤ µ1 + π1 ≤ µ2 + π2

2µ2+2π2−2µ1−π1
2π2

, µ2 ≤ µ1 ≤ µ1 + π1 ≤ µ2 + π2
(µ2+π2−µ1)

2

2π1π2
, µ2 ≤ µ1 ≤ µ2 + π2 ≤ µ1 + π1

1, µ1 ≤ µ1 + π1 ≤ µ2 ≤ µ2 + π2
0, µ2 ≤ µ2 + π2 ≤ µ1 ≤ µ1 + π1

From the above 6 cases, it is not difficult to see that case 3 has a “symmetric” rela-
tionship with case 1, case 4 has a “symmetric” relationship with case 2, and case 6 has
a “symmetric” relationship with case 5. The concrete embodiment of this “symmetric”
relationship is as follows: first, the position is symmetric about y = x, and second, the
probability value of comparison is symmetric and complementary.

In fact, according to the solution formula in 6 cases above, we can define the formal
integral of probability comparison in Definition 5 as follows:

P(x ≥ y) =
∫ µ1+π1

max(µ1,µ2)
dm
∫ min(x,µ2+π2)

µ2

1
π1π2

dn

where f (m, n) = 1
π1π2

is the joint probability density of random variables X and Y under
uniform distribution. Taking case 1 as an example, the above equation P(x ≥ y) can be
concretized as follows:

P(x ≥ y) =
∫ µ1+π1

max(µ1,µ2)
dm
∫ min(x,µ2+π2)

µ2
1

π1π2
dn =

∫ µ2+π2
µ2

dm
∫ x

µ2
1

π1π2
dn +

∫ µ1+π1
µ2+π2

dm
∫ µ2+π2

µ2
1

π1π2
dn

= 1
π1π2

(∫ µ2+π2
µ2

(x− µ2)dm +
∫ µ1+π1

µ2+π2
π2dm

)
= 1

π1π2

(∫ µ2+π2
µ2

(x− µ2)dm +
∫ µ1+π1

µ2+π2
π2dm

)
= 1

π1π2

((
x2

2 − µ2x
)∣∣∣µ2+π2

µ2
+ π2 m|µ1+π1

µ2+π2

)
= 1

π1π2

((
x2

2 − µ2x
)∣∣∣µ2+π2

µ2
+ π2 m|µ1+π1

µ2+π2

)
= 1

π1π2

(
π2

2
2 + π2(µ1 + π1 − µ2 − π2)

)
= (2µ1+2π1−2µ2−π2)

2π1

The calculation results are completely consistent with case 1 in Definition 5, and the
remaining five cases can be solved in the form of integrals in the same way. Limited by
space, we will not repeat them here.

Property 1. Let x = (µx, νx), y = (µy, νy) and z = (µz, νz) be any three IFNs, then:

(1) 0 ≤ P(x ≥ y) ≤ 1;
(2) P(x ≥ y) + P(y ≥ x) = 1;
(3) P(x ≥ x) = 0.5;
(4) P(x ≥ y) = 0 if 1− νx ≤ µy;
(5) P(x ≥ y) = 1 if 1− νy ≤ µx;
(6) P(x ≥ y) = 0.5 if µx − νx = µy − νy;
(7) P(x ≥ y) ≥ 0.5 if µx − νx ≥ µy − νy;
(8) if P(x ≥ y) = 0, P(y ≥ z) = 0, then P(x ≥ z) = 0;
(9) if P(x ≥ y) = 1, P(y ≥ z) = 1, then P(x ≥ z) = 1;
(10) if P(x ≥ y) ≥ 0.5, P(y ≥ z) ≥ 0.5, then P(x ≥ z) ≥ 0.5.

Proof. Properties (1) and (2) are obviously true from the six cases in the above equation.
(3) On the one hand, let y = x, then there is µy = µx, νy = νx, πy = πx. Substituting

µy = µx and πy = πx into case 1 to case 4 in the above formula, the conclusion of
P(x ≥ x) = 0.5 can be obtained. On the other hand, according to property (2), let y = x,
there is also P(x ≥ x) + P(x ≥ x) = 1, i.e., P(x ≥ x) = 0.5.

(4) Adequacy: if P(x ≥ y) = 0, it conforms to case 5, i.e., µx + πx ≤ µy, since
µx + πx = 1− νx, so 1− νx ≤ µy. Necessity: If 1− νx ≤ µy, then there is µx + πx ≤ µy,
which obviously conforms to case 5, then P(x ≥ y) = 0 can be obtained.
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(5) Adequacy: if P(x ≥ y) = 1, it conforms to case 6, that is µy + πy ≤ µx. Because of
µy + πy = 1− νy, there is 1− νy ≤ µx. Necessity can also be proved; this is omitted.

(6) Adequacy: if P(x ≥ y) = 0.5, it corresponds to part of cases 1 and 3. In case
1, it is satisfied that AB = EF, where, AB = µy − µx, EF = (µx + πx) − (µy + πy), and
then there is µy − µx = (µx + πx)− (µy + πy), that is µy − µx = (1− νx)− (1− νy), i.e.,
µx − νx = µy − νy. In case 3, BC = DE, with BC = µx − µy, DE = (µy + πy)− (µx + πx),
we have µx − µy = (µy + πy) − (µx + πx), that is µx − µy = (1 − νy) − (1 − νx), i.e.,
µx − νx = µy − νy. Necessity can also be proved; this is omitted.

(7) Adequacy: It can be further verified on the basis of property (6). In case 1, if AB
≤ EF is satisfied, there is µy − µx ≤ (µx + πx)− (µy + πy), and µx − νx ≥ µy − νy can be
obtained via simplification. In case 3, if BC ≥ DE is satisfied, then we have µx − µy ≥
(µy + πy)− (µx + πx), which is simplified to µx − νx ≥ µy − νy. Necessity can also be
proved; this is omitted.

(8) According to property (4), if P(x ≥ y) = 0, then 1− νx ≤ µy, and if P(y ≥ z) = 0,
then 1− νy ≤ µz. Obviously, 1− νy = µy + πy ≥ µy, which is 1− νx ≤ µy ≤ 1− νy ≤ µz;
then, we have 1− νx ≤ µz, so P(x ≥ z) = 0 is true.

(9) According to property (5), if P(x ≥ y) = 1, then 1− νy ≤ µx, and if P(y ≥ z) = 1,
then 1− νz ≤ µy. Obviously, 1− νy = µy + πy ≥ µy, which is 1− νz ≤ µy ≤ 1− νy ≤ µx;
then, we have 1− νz ≤ µx, so P(x ≥ z) = 1 is true.

(10) According to property (7), if P(x ≥ y) ≥ 0.5, then µx − νx ≥ µy − νy, and if
P(y ≥ z) ≥ 0.5, then µy − νy ≥ µz − νz. Obviously, µx − νx ≥ µy − νy ≥ µz − νz, so
P(x ≥ z) ≥ 0.5 is true. �

Definition 6. Let U = {x1, x2, . . . , xn|xi = (µi, νi)} be a set of the universe containing n IFNs.
For ∀xi, xj ∈ U, let pij = P(xi ≥ xj) represent the dominance degree of xi relative to xj,
then P = [pij]n×n represents the dominance matrix on U, and further define the comprehensive

dominance degree of each object as D = (d1, d2, . . . , dn)
T , where di =

1
n

n
∑

j=1
pij(i = 1, 2, . . . n).

The IFNs on U can be sorted and compared according to the value of D.

4. Intuitionistic Fuzzy Probability Dominance Relation and
Multi-Attribute Decision-Making

Definition 7. We call IS = {U, B, V, f } an intuitionistic fuzzy information system (IFIS), where
U = {x1, x2, . . . , xn} is the non-empty finite universe, B = {b1, b2, . . . , bm} is the non-empty
finite attribute set, f : U × B→ V , that is ∀b ∈ B, x ∈ U, f (x, b) ∈ V is a IFN, V is the
intuitionistic fuzzy set of different objects under different attributes, and Va is a partial order set
under attribute a ∈ B.

Definition 8. Let IS = {U, B, V, f } be the IFIS, for ∀xi, xj ∈ U,b ∈ B, denote

λα
b
(xi, xj) =

{
1, pb

ij = P( f (xi, b) ≥ f (xj, b)) ≥ α

0, pb
ij = P( f (xi, b) ≥ f (xj, b)) < α

as the binary judgment of the α probability dominance value of object xi relative to xj under attribute
b; furthermore, let λα

B
(xi, xj) = ∑

b∈B
λα

b
(xi, xj)/|B|, and the intuitionistic fuzzy probability dom-

inance relation (IFPDR) of U on B is defined as R≥(α,β)
B =

{
(xi, xj) ∈ U ×U

∣∣λα
B
(xi, xj) ≥ β

}
,

where |B| represents the number of attribute sets, α and β are the threshold of IFPDR, generally
0.5 ≤ α ≤ 1, 0.5 ≤ β ≤ 1.

Based on IFPDR, we can define the intuitionistic fuzzy probability dominance class of
object xi under attribute sets B as [xi]

≥(α,β)
B =

{
xj

∣∣∣(xi, xj) ∈ R≥(α,β)
B

}
. For ∀xj ∈ [xi]

≥(α,β)
B ,
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its meaning is based on the probabilistic dominance comparison rule of IFNs. Under
all attributes, xi is superior to xj with a probability of no less than α and the attribute
proportion is no less than β. Similarly, the intuitionistic fuzzy probability inferiority class
of object xi under attribute sets B can be defined as [xi]

≤(α,β)
B =

{
xj

∣∣∣(xj, xi) ∈ R≥(α,β)
B

}
.

Taking α and β as thresholds to define the IFPDR, the main starting point is based
on the consideration of practical problems. In the realistic MADM, it is difficult to make
objects meet the strict superiority and inferiority relationship under all attributes, and
too strict parameter setting often leads to the decision failure. Therefore, relaxing the
comparison requirement between objects is more helpful to obtain reasonable results for
MADM problems.

In particular, when β = 1, it is required that the relationship of probabilistic superiority
or probabilistic inferiority between objects is satisfied under all attributes; when α = 1, it is
required that the IFNs themselves have an absolute relationship between superiority or
inferiority; when α = β = 1, it means that the object represented by IFNs has an absolute
relationship between superiority or inferiority under all attributes, which is difficult to
satisfy in MADM. Therefore, by introducing parameters α and β as the decision threshold,
decision-makers can adjust the threshold according to the actual situation in practical
problems. According to the “half rule”, α and β should not be lower than 0.5.

Property 2. Let IS = {U, B, V, f } be an IFIS. For ∀xi ∈ U, 0.5 ≤ α1 ≤ α2 ≤ α ≤ 1,
0.5 ≤ β1 ≤ β2 ≤ β ≤ 1, there is:

(1) R≥(α2,β)
B ⊆ R

≥(α1 ,β)
B ;

(2) R≥(α,β2)
B ⊆ R≥(α,β1)

B ;

(3) [xi]
≥(α2,β)
B ⊆ [xi]

≥(α1,β)
B ;

(4) [xi]
≥(α,β2)
B ⊆ [xi]

≥(α,β1)
B .

The proof of property is obvious and omitted here.

Definition 9. Let IS = {U, B, V, f } be the IFIS, R≥(α,β)
B is the IFPDR of U on B, then M≥(α,β)

B is
the intuitionistic fuzzy probability dominance intercept matrix of U on B, where the corresponding
relation between M≥(α,β)

B and R≥(α,β)
B is:

M≥(α,β)
B = {[mij]n×n|mij =

{
1, (xi, xj) ∈ R≥(α,β)

B

0, (xi, xj) /∈ R≥(α,β)
B

}

Definition 10. Let IS = {U, B, V, f } be the IFIS, M≥(α,β)
B is the intuitionistic fuzzy probability

dominance intercept matrix of U on B, C≥(α,β)
B = [cij]n×n = M≥(α,β)

B ·M≥(α,β)
B is the intuitionistic

fuzzy probability dominance matrix of U on B, and ci =
1
n

n
∑

j=1
cij(i = 1, 2, . . . n) be the average

dominance degree of object xi.

The above definition of the dominance matrix is equivalent to cij = |[xi]
≥(α,β)
B ∩ [xj]

≤(α,β)
B |,

that is, the intersection of the object set dominated by xi and the object set not inferior to xj
is taken as a measure of the degree to which xi is superior to xj. In MADM, all objects can
be sorted according to the value of ci.

Combined with the above analysis, the steps of this paper’s probability dominance
relation for MADM based on IFNs can be summarized as follows (as shown in Figure 4):

Step 1: For ∀b ∈ B, calculate the dominance degree Pb = [pb
ij]n×n

of pairwise compari-
son of objects in domain U;
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Step 2: Construct the IFPDR R≥(α,β)
B and intuitionistic fuzzy probability dominance

intercept matrix M≥(α,β)
B according to Pb;

Step 3: Calculate the intuitionistic fuzzy probability dominance matrix C≥(α,β)
B accord-

ing to M≥(α,β)
B ;

Step 4: Calculate the average dominance degree ci according to C≥(α,β)
B , and sort the

objects and schemes according to the value of ci.
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5. Case Application and Analysis

With the rapid development of social economy, e-commerce has gradually become a
new industry and a link between commodities and consumers all over the world. Online
shopping has also increasingly become a new consumption mode for contemporary young
people and is becoming increasingly popular. In particular, the prevalence of COVID-19
between 2019 and 2022 has further promoted the development of e-commerce. In online
shopping choices, logistics and distribution problems often become the key factors for
consumers to choose whether to buy or not. After all, we do not want to have the situation
that there is no delivery a week after we place an order, or the embarrassment caused
by the logistics delay that makes the online gift miss a friend’s birthday. Therefore, the
quality of logistics services largely determines whether a region or consumer group chooses
online consumption.

In order to evaluate the service quality of express delivery points in a university and
provide reference for them to improve the service quality, we designed the corresponding
questionnaire. Through field visits and observation, we found that there are altogether
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10 express delivery companies settled in M university with branches. They are SF Express,
YTO Express, ZTO Express, STO Express, Best Express, TTK Express, Yunda, CPEL, JD
Express, and Jitu Express. Therefore, we took the service branches of these 10 express
delivery companies as the investigation objects. The evaluation indexes of logistics service
quality are obtained by referring to relevant literature, consulting experts in the field and
communicating with teachers and students of M university. Finally, through discussion and
screening, nine factors are determined as the evaluation indexes of logistics service quality.
They are price, delivery speed, service attitude, service professionalism, timeliness of logis-
tics information update, rationality of delivery time, integrity of products and packaging,
remedial measures taken for service errors, and popularity of express companies. When
constructing the information table, we mark the 10 service outlets of express enterprises to
be evaluated as U = {x1, x2, . . . , x10}, and the 9 evaluation indexes affecting the quality of
logistics service as B = {b1, b2, . . . , b9}.

In order to construct the data table in line with the form of IFNs as objectively as
possible, when assigning values to the indexes of each express company, the questionnaire
only sets three options for the attribute value of each index bj, which are respectively
“good”, “poor” and “unclear”. If the respondents approve the performance of a courier
company under this index, they choose “good”; if the respondents do not approve the
performance of a courier company under this index, they choose “bad”; in particular, if
the respondents have not used the relevant services of a courier company, or do not have a
deep impression and understanding of a courier company so that it is difficult to judge,
they can choose “unclear”.

Based on the above survey objectives and questionnaire design, a questionnaire was
issued to teachers and students of M university to solve this problem. The questionnaire
was made through the network and released through social software in December 2022. A
total of 508 valid samples were collected. According to the number of respondents for each
option, the proportions of “good”, “bad”, and “unclear” were calculated as the DM, DN,
and DH of the IFNs, and the original data information table is shown in Table 1.

Table 1. Original data of express delivery evaluation in M university.

U/B b1 b2 b3 b4 b5 b6 b7 b8 b9

x1 (0.69, 0.09) (0.67, 0.07) (0.54, 0.12) (0.73, 0.15) (0.76, 0.13) (0.47, 0.13) (0.65, 0.10) (0.51, 0.13) (0.51, 0.13)
x2 (0.51, 0.19) (0.57, 0.16) (0.65, 0.17) (0.39, 0.10) (0.50, 0.16) (0.46, 0.13) (0.63, 0.10) (0.31, 0.10) (0.31, 0.10)
x3 (0.32, 0.22) (0.37, 0.22) (0.35, 0.21) (0.51, 0.11) (0.43, 0.19) (0.41, 0.10) (0.55, 0.21) (0.43, 0.23) (0.43, 0.23)
x4 (0.33, 0.22) (0.30, 0.24) (0.51, 0.22) (0.32, 0.22) (0.38, 0.23) (0.42, 0.20) (0.52, 0.23) (0.43, 0.25) (0.43, 0.25)
x5 (0.22, 0.16) (0.30, 0.45) (0.34, 0.22) (0.26, 0.12) (0.43, 0.29) (0.36, 0.16) (0.35, 0.27) (0.27, 0.30) (0.27, 0.30)
x6 (0.30, 0.31) (0.20, 0.38) (0.31, 0.10) (0.40, 0.27) (0.30, 0.25) (0.50, 0.15) (0.40, 0.23) (0.39, 0.27) (0.39, 0.27)
x7 (0.33, 0.25) (0.46, 0.13) (0.55, 0.20) (0.49, 0.19) (0.55, 0.11) (0.37, 0.20) (0.55, 0.23) (0.43, 0.12) (0.43, 0.12)
x8 (0.48, 0.29) (0.24, 0.15) (0.52, 0.22) (0.49, 0.20) (0.33, 0.15) (0.56, 0.27) (0.34, 0.10) (0.44, 0.22) (0.44, 0.22)
x9 (0.44, 0.10) (0.70, 0.12) (0.74, 0.16) (0.45, 0.13) (0.57, 0.13) (0.50, 0.15) (0.74, 0.13) (0.38, 0.17) (0.38, 0.17)
x10 (0.21, 0.10) (0.23, 0.15) (0.30, 0.20) (0.42, 0.20) (0.46, 0.12) (0.48, 0.10) (0.43, 0.24) (0.38, 0.13) (0.38, 0.13)

(1) Calculate the dominance degree under each attribute. Take b1 as an example, and
the results are as follows:

Pb1 =



0.5 0.891 0.960 0.959 0.918 1 0.981 0.996 0.782 0.855
0.109 0.5 0.736 0.730 0.710 0.862 0.771 0.710 0.478 0.652
0.040 0.264 0.5 0.489 0.532 0.618 0.522 0.402 0.273 0.493
0.041 0.270 0.511 0.5 0.540 0.631 0.533 0.411 0.279 0.5
0.082 0.290 0.468 0.460 0.5 0.556 0.484 0.395 0.281 0.464

0 0.138 0.382 0.369 0.444 0.5 0.396 0.246 0.174 0.413
0.019 0.229 0.478 0.467 0.516 0.604 0.5 0.369 0.249 0.478
0.004 0.290 0.598 0.589 0.605 0.754 0.631 0.5 0.337 0.558
0.218 0.522 0.727 0.721 0.719 0.826 0.751 0.663 0.5 0.667
0.145 0.348 0.507 0.5 0.536 0.587 0.522 0.442 0.333 0.5





Symmetry 2023, 15, 1001 13 of 21

Taking the solution of Pb1
12 = 0.891 as an example, the calculation process is briefly

shown as follows:
In the attribute set of b1, the values of x1 and x2 are x1 = (0.69, 0.09) and x2 = (0.51, 0.19)

respectively (The attribute tag b1 is omitted here for convenience of expression). Further
calculation of its DH can be seen as follows:

π1 = 1− µ1 − ν1 = 1− 0.69− 0.09 = 0.22, π2 = 1− µ2 − ν2 = 1− 0.51− 0.19 = 0.30.

Since 0.51 < 0.69 < 051 + 0.30 < 0.69 + 0.22, case 4 in Definition 5 is satisfied, namely:

µ2 ≤ µ1 ≤ µ2 + π2 ≤ µ1 + π1

then P(x1 ≥ x2) can be calculated as follows:

P(x1 ≥ x2) =
2π2(µ1−µ2)+π2(2π1−π2)−(µ1−µ2)

2

2π1π2

= 2×0.30×(0.69−0.51)+0.30×(2×0.22−0.30)−(0.69−0.51)2

2×0.22×0.30
= 0.1176

0.132 ≈ 0.891

Other data in Pb1 can be similarly obtained.
Pb2 , Pb3 ,..., Pb9 can be obtained in the same way; this is omitted due to space limitations.

However, in order to display the results more intuitively, we draw the 9 comparison
matrix results of Pbk into the following figure (as shown in Figure 5), where the horizontal
coordinate 1–10 represents xi from x1 to x10, the vertical coordinate 1–10 represents xj
from x1 to x10, and the vertical coordinate represents the probability that the IFNs xi is
greater than xj. In order to better distinguish the relationship between the advantages and
disadvantages of objects, we use different colors for display. When pij ≥ 0.5, red marks are
used; when pij < 0.5, blue marks are used.

(2) Take α = 0.5 and β = 0.5, then the IFPDR can be obtained.

R≥(0.5,0.5)
B = {(x1, x1), (x1, x2), (x1, x3), (x1, x4), (x1, x5), (x1, x6), (x1, x7), (x1, x8), (x1, x9), (x1, x10),

(x2, x2), (x2, x3), (x2, x4), (x2, x5), (x2, x6), (x2, x7), (x2, x8), (x2, x10), (x3, x3), (x3, x4),
(x3, x5), (x3, x6), (x3, x7), (x3, x8), (x3, x10), (x4, x4), (x4, x5), (x4, x6), (x5, x5), (x6, x5),
(x6, x6), (x7, x4), (x7, x5), (x7, x6), (x7, x7), (x7, x8), (x7, x10), (x8, x4), (x8, x5), (x8, x6),
(x8, x8), (x8, x10), (x9, x2), (x9, x3), (x9, x4), (x9, x5), (x9, x6), (x9, x7), (x9, x8), (x9, x9),
(x9, x10), (x10, x4), (x10, x6), (x10, x6), (x10, x10)}

The corresponding intuitionistic fuzzy probability dominance intercept matrix is as follows:

M≥(0.5,0.5)
B =



1 1 1 1 1 1 1 1 1 1
0 1 1 1 1 1 1 1 0 1
0 0 1 1 1 1 1 1 0 1
0 0 0 1 1 1 0 0 0 0
0 0 0 0 1 0 0 0 0 0
0 0 0 0 1 1 0 0 0 0
0 0 0 1 1 1 1 1 0 1
0 0 0 1 1 1 0 1 0 1
0 1 1 1 1 1 1 1 1 1
0 0 0 1 1 1 0 0 0 1


For example: because of (x1, x2) ∈ R≥(0.5,0.5)

B , so M≥(0.5,0.5)
B (1, 2) = 1, and (x2, x1) /∈

R≥(0.5,0.5)
B , so M≥(0.5,0.5)

B (2, 1) = 0 (The first number in parentheses represents the row of

the elements in the matrix M≥(0.5,0.5)
B , and the second number represents the column of the

elements in the matrix).
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Figure 5. Dominance degree matrix Pbk under different attributes.

(3) The intuitionistic fuzzy probability dominance matrix C can be obtained from the
calculation formula in step 3 as follows:

C≥(0.5,0.5)
B =



1 3 4 8 10 9 5 6 2 7
0 1 2 6 8 7 3 4 0 5
0 0 1 5 7 6 2 3 0 4
0 0 0 1 3 2 0 0 0 0
0 0 0 0 1 0 0 0 0 0
0 0 0 0 2 1 0 0 0 0
0 0 0 4 6 5 1 2 0 3
0 0 0 3 5 4 0 1 0 2
0 2 3 7 9 8 4 5 1 6
0 0 0 2 4 3 0 0 0 1


For example: denote the second row of M≥(0.5,0.5)

B as

M≥(0.5,0.5)
B (2, :) = [0, 1, 1, 1, 1, 1, 1, 1, 0, 1]

denote the third column of M≥(0.5,0.5)
B as

M≥(0.5,0.5)
B (:, 3) = [1, 1, 1, 0, 0, 0, 0, 0, 1, 0]T
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then C≥(0.5,0.5)
B (2, 3) can be calculated as

C≥(0.5,0.5)
B (2, 3) = c23 = M≥(0.5,0.5)

B (2, :) ·M≥(0.5,0.5)
B (:, 3)

= 0× 1 + 1× 1 + 1× 1 + 1× 0 + 1× 0 + 1× 0 + 1× 0 + 1× 0 + 0× 1 + 1× 0
= 2

Moreover, we can also compute it in terms of sets, as c23 = |[x2]
≥(0.5,0.5)
B ∩ [x3]

≤(0.5,0.5)
B |.

When
[x2]

≥(0.5,0.5)
B = {x2, x3, x4, x5, x6, x7, x8, x10}

[x3]
≤(0.5,0.5)
B = {x1, x2, x3, x9}

then [x2]
≥(0.5,0.5)
B ∩ [x3]

≤(0.5,0.5)
B = {x2, x3}, and c23 =|{x2, x3}|= 2 .

(4) By averaging all lines in C≥(0.5,0.5)
B by step 4, the comprehensive dominance degree

ci of each object can be obtained. In order to further test the influence of parameter β,
β = 0.7, 0.9 is taken for repeated calculation, and the results are shown in Figures 6 and 7.
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Figure 6. Comparison of the ranking results at different β values.

For example: when β = 0.5, c1 = (1 + 3 + 4 + 8 + 10 + 9 + 5 + 6 + 2 + 7)/10 = 5.5 (as
shown in Figure 6), other ci values can be obtained similarly.

As can be seen from the results of Figure 6, when β = 0.5, it has the strongest
differentiation ability and can better distinguish all objects without the situation of parallel
ranking. When β = 0.7, x1 ∼ x9, x3 ∼ x8 and x5 ∼ x6 are all the undifferentiated
comparison results; when β = 0.9, x3 ∼ x8 and x4 ∼ x5 ∼ x6 ∼ x7 ∼ x10 are all
the undifferentiated comparison results. It can be seen that the larger β is, the weaker
the differentiation ability will be, and there will be many cases that cannot be compared.
However, the sorting results under different β values are not completely consistent, and
even reverse order may exist. Therefore, the final result can be the average of the three
scenarios. The ranking result is shown in Figure 7, that is, SF Express has the strongest
overall strength, followed by JD Express, and Best Express has the worst ranking. This
result is basically consistent with the value of the original data and the result of pair-to-pair
comparison. Under most indexes, SF Express and JD Express have relatively large DM but
relatively small DN while Best Express has relatively small DM and relatively large DN.
In the pairwise comparison of objects, there are only five times of probability comparison
value less than 0.5 in 90 comparisons of nine indexes of x1 (SF Express), and only six times
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of probability comparison value less than 0.5 in 81 comparisons of x9 (JD Express) with
the exception of comparing to x1. In contrast, x5 (Best Express) only had eight times of
probability comparison value greater than 0.5. Therefore, we believe that this ranking result
is in line with the actual situation and reasonable.
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Figure 7. The final raking result of express delivery points with mean value of ci.

In order to further verify the rationality and effectiveness of the proposed algorithm,
various algorithms mentioned in literature [28,53] are selected for comparative analysis,
and the final ranking results are shown in Figure 8.
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Figure 8. Comparison of ranking results of different algorithms.

Note: The comparison algorithm in Figure 6 is explained as follows:
Method 1© (CDH): The conversion of the DH model proposed in this paper, and the

results are as shown in Figure 8.
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Method 2© (SF-EW): the score function with the entropy weight method, from the
literature [28]. Firstly, the score function is calculated for the direct fuzzy number under
each attribute. Then, based on the score function, the entropy weight method is used to
calculate the weight. Finally, the scheme ranking results are obtained by calculating the
comprehensive score function.

Method 3© (SF-AW): the score function with the average weight method, which was
obtained from the literature [28]. The value of each attribute is aggregated via the average
weight, and other parts are the same as the SF-EW.

Method 4©~ 10© (XY, RM, ZQ, LM, PM, ME, and IM): They are all from the literature [53];
the comparison formula of intuitionistic fuzzy numbers refers to the original text. The
attribute aggregation methods all adopt the addition principle of multiple intuitionistic
fuzzy numbers. In the ZQ method, parameter k = 1.

From Figure 6, we can see that the ranking results of elements under most of the
ranking methods are consistent, which also validates the effectiveness of various methods
(for example, the ranking results of x1, x2, x5 and x9 under the 10 methods are unchanged,
and the ranking results of x4, x6, x7 and x10 under different methods differ by 1 bit). It is
worth noting that the ranking results of x3 and x8 in this paper differ by 2 bits from those of
other comparison methods, and there is a reverse order between them. In other literature,
the ranking result is x3 < x8, while the ranking result in this paper is x3 > x8, and we think
the ranking result in this paper is more reasonable. As can be seen from the original data,
according to the comparison results of this paper, all of the five attributes of b2, b4, b5, b6, b7
meet Pbi (x3 ≥ x8) ≥ 0.5, and the proportion of their dominance attributes is 5/9, exceeding
the threshold of 0.5. Therefore, it is reasonable to determine the final result as x3 > x8.

6. Discussion

This paper mainly focuses on two aspects. First, aiming at the problem that the IFNs
are difficult to compare, we convert the DH into the DM and DN and use the probability
method to realize the comparison of IFNs. This method draws on the comparison rules of
interval numbers to some extent, but it has strong applicability and can be compared against
any IFNs. Secondly, for the MADM problem, we constructed the MADM method based on
the probability dominance relation in the form of IFNs. This method does not need to give
the weight of different attributes subjectively, the decision result is driven by the original
data, and the threshold α and β can be adjusted according to the decision preference of
the decision-maker. The proposed method can be well applied to real decision-making
problems, and it has wide application prospects.

About the comparison of IFNs, the current research methods mainly propose various
measurement formulas for a single IFN, such as score function, precision function and
other indicators, and then calculate its indicator value for each IFN, so as to compare
between different IFNs. Among these measurement indicators, the measurement formulas
in many studies do not consider the influence of DH on the ranking of IFNs, or deal with
DH in the same way as DM and DN, and do not fully consider the information uncertainty
expressed by DH itself. Relevant scholars often lack an explanation of actual meaning
in the measurement formulas they propose. Therefore, the comparison of IFNs in this
paper does not measure a single IFN, but is based on the comparison of a pair of IFNs.
In the form of paired comparison, the comparison result is not “either–or” (x > y or
x < y), the comparison result of two IFNs is presented in the form of probability. This
method provides a more widely applicable expression for the comparison of IFNs, so that
decision makers can choose results under different decision thresholds rather than the only
comparison results.

For the MADM problem, the current research mainly aggregates the values under
different attributes by constructing various weight operators, but the weight determination
is also a difficult problem in the decision-making process. Some scholars use the subjective
method to determine the weight, only to verify the feasibility of the method from the
perspective of examples, but rarely discuss the sensitivity of the influence of different
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weights on the decision results. In addition, some scholars adopt the objective weighting
method. Common methods mainly include the optimization weight method and entropy
weight method, but the optimization method is difficult to calculate the weight. In contrast,
the MADM method constructed based on the probability dominance relationship in this
paper calculates the proportion of attribute sets satisfying the comparison of advantages and
disadvantages by setting thresholds, effectively avoiding the direct aggregation of attributes,
and eliminating the need to manually determine attribute weights, thus making the decision
results more objective. Compared with the classical dominance relation, the probabilistic
dominance relation in this paper appropriately loosens the conditional restrictions, allowing
decision-makers to reflect their personal preferences by adjusting the threshold within a
certain range. Under extreme conditions, it can also degenerate into the classical dominance
relation, which makes the decision results more widely applicable and avoids the decision
failure situation, which is easy to exist in the classical dominance relation.

Regarding the two aspects of the research in this paper, further discussion and ex-
pansion can be carried out as follows: regarding the comparison of IFNs, this paper did
not consider the distribution form of DH as a random variable when converting DH into
DM and DN. In the actual analysis of this paper, we derived it according to the simplest
uniform distribution form. In fact, if further research is carried out, we can assume the
distribution form of random variables in the conversion of DH to be normal distribution,
exponential distribution, T-distribution and other forms for more systematic exploration
and research. In addition, when constructing the judgment matrix of pairwise comparison,
we set the restriction condition of parameter α > 0.5, which requires at least half of the
probability of dominance. For this purpose, we can also consider lowering the threshold
α further, such as α > 0.3, because the conversion of DH itself has a large uncertainty, so
we can assume that as long as x has a 30% probability of superiority over y, x still has a
high probability of defeating y in the final “duel”. Alternatively, when the decision maker
is particularly strict, they may set the threshold α as α > 0.8, which means that a very high
probability of dominance is needed to ensure that x is superior to y. However, at this time,
we will face a problem, that is, the intercept matrix induced by the dominant probability
judgment matrix does not satisfy the symmetric complementarity, which makes part of the
mathematical properties of the intercept matrix no longer maintained, but it still can give a
decision result.

On the other hand, in the MADM model, we construct the decision method based on
the probabilistic dominance relation. Here, we still need to determine another threshold
β, that is, the lower limit of the proportion of the dominant object when two objects are
compared. In this model, we take β > 0.5 as the basic principle. In the case application of
Section 5, we discuss β = 0.5, β = 0.7, and β = 0.9, respectively. Similar to the threshold α,
we can also consider lowering β below 0.5, which helps each object gain more dominance
class elements, but when β is too small (e.g., β = 0.1), this condition becomes almost
meaningless. In addition, regarding the setting of threshold α and β, we should follow
a “When one is rising, the other is falling” principle, that is, when α is set high, β can be
appropriately reduced; in contrast, if α is set low, β can be appropriately increased. If α and
β are very low, they will make the dominance class of elements not have advantages, and
the comparison is meaningless. Similarly, if α and β are both high, the judgment conditions
will be too strict, and the dominance class construction is easy to fail in practical decision
problems. Therefore, we give a reference criterion, that is, α + β ≥ 1.

The research method proposed in this paper can be widely used in other fields. As long
as multiple attributes are involved and the value of attributes is uncertain, the IFNs-based
information system can be constructed for MADM evaluation to some extent. For example,
in the evaluation of investment schemes, firstly, the diversification of evaluation indicators
makes it impossible to make decisions based on only one indicator, so it conforms to the
characteristics of MADM. Secondly, any investment is risky, and its returns are not fixed.
According to the different states of the market, we can convert the belonging, unbelonging,
and uncertain parts of the indicators value into DM, DN, and DH, respectively, so as to
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construct the intuitionistic fuzzy information system for decision-making. For another
example, in the emotion analysis of natural language processing (using an intelligent
customer service chatbot), due to the diversity of language expression meanings, often
a word can express both a positive emotion on one occasion and a negative emotion on
another occasion. Therefore, the relationship between emotional words and emotional
states can also be expressed via IFN, and then, the emotional state of the whole sentence
can be expressed by aggregating multiple emotional words. Of course, it can still be
expressed as an IFN. The proposed scheme can also be used for path following schemes
of intelligent vehicles and multi-robots. In paths following control, road conditions faced
by vehicles or robots are often complex, which is difficult to be directly expressed by
accurate variables and data. In this case, IFNs provides a feasible scheme. In terms of the
control of state variables such as path curvature, vehicle speed, turning angle, and obstacle
safety distance, we designed multiple levels for them, expressed their actual values by
membership function, which can be converted to DM, DN and DH, and then planned
reasonable driving paths for them according to vehicle safety requirements to ensure the
flexible response ability and high safety of the path following scheme. There are many other
similar occasions, such as supplier selection and evaluation, construction safety and risk
assessment, and so on. As long as we can express the data table in the form of IFNs, we can
apply the model and method proposed in this paper to solve the corresponding problems.

There are some limitations of this work: firstly, there is limited discussion regarding
the properties of IFNs comparison and ranking methods. Secondly, the constructors of
the dominance relation and dominance class in the MADM method do not satisfy the
monotonicity of the attribute sets (that is, the larger the attribute sets, the smaller the
dominance relation and dominance class). Finally, in the case analysis and application
section, we did not test a larger data set. These are things that we can try to do better in
future studies.

7. Conclusions

The comparison of intuitionistic fuzzy numbers (IFNs) will have an important impact
on the theory and method of multi-attribute decision-making (MADM), but the current
research has not solved this problem well. Therefore, based on the conversion concept of
degree of hesitation (DH), this paper proposes the probabilistic conversion comparison
method of IFNs based on the area method, and then constructs the probability dominance
relationship model based on IFNs, designs the corresponding MADM method, and finally
verifies and applies the model and method through the evaluation problem of campus
express stations. The results show that it is scientific and reasonable. However, the research
of this paper still has some shortcomings, such as group decision-making problem and
multi-granularity decision-making problem based on IFNs; designing better comparison
and ranking methods is required in the future.
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IFIS Intuitionistic Fuzzy Information System
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