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1. Introduction

Singularly perturbed differential systems, which can serve as adequate and convenient
for analysis mathematical models of real-life multi-time-scale dynamical systems, are
studied extensively in the literature (see e.g., [1–5] and references therein). One of the
important classes of such systems from the theoretical and practical viewpoints is the class
of time-delay systems. Brief surveys of results in this topic can be found in [1,6].

Analysis of the spectrum of a linear time-invariant differential system (either unde-
layed or delayed), i.e., the analysis of the set of roots of its characteristic equation, is one
of the basic approaches to the study of such a system. This analysis allows to derive the
structure of the general solution of the system and many other quantitative and qualitative
properties of its solutions (see e.g., [2,3,7,8]).

Since a singularly perturbed system depends on a small parameter ε > 0, its characteristic
equation also depends on this parameter. Using this feature of the characteristic equation,
the structure of the set of its roots, valid for all sufficiently small ε, can be studied. Such a
study can be carried out using a decomposition of the original singularly perturbed system
into two much simpler ε-free subsystems, the slow and fast ones. This decomposition is
called the slow-fast decomposition. In the literature, there are two known methods of such
a decomposition, the exact and asymptotic ones. To the best of our knowledge, the exact
slow-fast decomposition of singularly perturbed time-delay systems was developed only for
the systems which are not of the neutral type. First, such a result was proposed in [9] where
a singularly perturbed linear autonomous system with small delays both, point-wise and
distributed, in the fast state variable was analyzed. A further extension of the exact slow-fast
decomposition method was proposed in [6,10] where singularly perturbed linear autonomous
systems with point-wise and distributed small delays in both, slow and fast, state variables
were studied. In [11], the exact slow-fast decomposition was proposed for a linear singularly
perturbed time-invariant system having multiple point-wise commensurate non-small delays
only in the slow state variable, while the fast state variable is delay free. In [12], a singularly
perturbed linear time-invariant system with delay on time scales was considered. The delay
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in the form of Stieltjes integral appears only in the slow state variable. The exact slow-fast
decomposition of this system was proposed in this work. For the asymptotic slow-fast
decomposition of singularly perturbed time-delay differential systems of both, non neutral
and neutral, types one can see e.g., [1,3,12–20] and references therein.

The structure of the spectrum of undelayed singularly perturbed differential systems
was analyzed in a number of works in the literature (see e.g., [4,21–24]). Dependence
on a parameter of the spectrum of time-delay differential systems, was also studied the
literature. Thus, in [2], a regularly perturbed system was considered. Asymptotic behavior
(with respect of the parameter) of its spectrum was studied in the case where the spectrum
elements of the respective nominal (unperturbed) equation are simple. Preserving the
asymptotic stability property for the spectrum of a regularly perturbed time-delay system
was studied in [3]. Time-delay systems with commensurate delays, the spectrum of which
has pure imaginary elements, were considered in [25–27]. A small perturbation was imposed
on the delays. Conditions, guaranteeing that this perturbation shifts the pure imaginary
elements of the spectrum to the left-hand side of the complex plane, were derived in
these works. The asymptotic behavior of the spectrum of singularly perturbed time-delay
differential systems, which are not of the neutral type, was also studied in the literature.
Thus in [28], such a study was carried out for a differential-difference system with a small
delay proportional to the positive small multiplier for a part of the derivatives. In [29,30],
the asymptotic behavior of the spectrum was analyzed for singularly perturbed systems
with the general type of the delay in the form of Stieltjes integral. In these papers, as in [28],
the delay is assumed to be small. In [31], it was also considered a singularly perturbed
system with the general type of the delay in the form of Stieltjes integral and the asymptotic
behavior of its spectrum was studied. However, in contrast with [29,30], the delay only
in the fast state variable is small, while the delay in the slow state variable is non-small
(in an order of 1). In the papers [28–31] the spectrum analysis is based on the asymptotic
slow-fast decomposition of the considered systems. In [6] the spectrum of a singularly
perturbed differential system with multiple point-wise and distributed small delays was
analyzed using the exact slow-fast decomposition of the system. In [11], the spectrum
analysis of a singularly perturbed linear time-invariant system with multiple point-wise
commensurate non-small delays only in the slow state variable was carried out by using the
exact slow-fast decomposition of this system. In [12], the spectrum of a singularly perturbed
linear time-invariant system with the delay (in the form of Stieltjes integral) only in the slow
state variable was analyzed based on the exact slow-fast decomposition of this system.

An important application of the spectrum analysis of a singularly perturbed system is
the study of the exponential stability of this system. It should be noted that the exponential
stability and the equivalent to it L2-stability of singularly perturbed linear autonomous
time-delay differential systems were studied in a number of works in the literature. Mainly,
the case of non-neutral type systems was considered. Thus, in [6,9,10], the stability study is
based on the exact slow-fast decomposition of various such systems with the small delays
either in the fast state variable or in both, slow and fast, state variables. In [29,30], the
study of the exponential stability for various singularly perturbed systems with the general
type of the small delay in the form of Stieltjes integral is based on the asymptotic slow-fast
decomposition of the original system. In [15], a singularly perturbed differential system
with multiple point-wise and distributed state delays was considered. The delays in the
slow state variable are non-small, while the delays in the fast state variable are small of
order of the small parameter of singular perturbation ε > 0. Based on the asymptotic slow-
fast decomposition of the considered system, as well as on its equivalent transformation
to a system of integral equations, sufficient conditions for the exponential stability of this
system were derived. In [18], a singularly perturbed linear time-invariant system with non-
small point-wise delays is considered. Using the frequency domain method, ε-dependent
and ε-independent sufficient conditions for the asymptotic stability of this system are
obtained. In [32], the exponential stabilization of a singularly perturbed controlled linear
autonomous system without delays by a linear state-feedback control with a non-small
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delay only in the slow state variable was analyzed using the state-space approach. A similar
stabilization problem by a linear state-feedback control with both, small and non-small,
state delays was studied in [33] using the frequency domain approach. The exponential
stability and stabilization of a singularly perturbed system with the delay (in the form of
Stieltjes integral) only in the slow state variable were studied in [12] by application of the
exact slow-fast decomposition of this system. In [16,30,34–36], the exponential/asymptotic
stability and stabilization problems for various singularly perturbed time-delay systems
were studied in the framework of the Linear Matrix Inequalities method. In contrast to
the above mentioned works, the stability of singularly perturbed time-delay systems of
the neutral type was studied much less. To the best of our knowledge, there is only one
paper [13] in the literature devoted to such a study. In this paper, a singularly perturbed
linear time-invariant neutral type system with non-small point-wise delays is considered.
Sufficient conditions, ε-dependent and ε-independent, for the asymptotic stability of this
system are obtained in the framework of the frequency domain method.

In the present paper, we consider a singularly perturbed linear time-invariant time-
delay differential system of neutral type. We deal with the case where the delay is small
of order of a small positive multiplier ε for a part of the derivatives in the system. To
the best of our knowledge, such a type of singularly perturbed time-delay systems has
not been considered yet in the literature. We analyze the spectrum of this system and its
exponential stability. As mentioned above, the asymptotic behavior of the spectrum of
singularly perturbed differential systems without delays, as well as of singularly perturbed
time-delay systems of non-neutral type, has been studied extensively in the literature.
However, to the best of our knowledge, the asymptotic behavior of the spectrum of a
singularly perturbed time-delay differential system of the neutral type is analyzed for the
first time in the literature in the present paper. To analyze this spectrum, the asymptotic
decomposition of the corresponding characteristic equation in the form of an ε-dependent
quasi-polynomial equation is carried out. This decomposition results in two much simpler
parameter-independent equations: polynomial and quasi-polynomial ones. Using some
proper assumptions on the structure of the sets’ roots of these equations, the structure
of the spectrum of the original singularly perturbed differential system, valid for all
sufficiently small values of ε, is established. Based on this result, parameter-independent
sufficient conditions for the exponential stability of the considered system are derived in
the framework of the state-space method. These conditions, being ε-free, guarantee the
exponential stability of the original singularly perturbed system for all sufficiently small
values of ε.

The paper is organized as follows. In the next section, the problem is rigorously
formulated. Based on this formulation, the objectives of the paper are rigorously stated.
Some auxiliary results are presented in Section 3. The structure of the spectrum of the
original singularly perturbed system is studied in Section 4. Stability analysis of this system
is carried out in Section 5. Section 6 is devoted to illustrative examples. Conclusions are
placed in Section 7.

The following main notations are applied in the paper:

(1) En denotes the n-dimensional real Euclidean space, ‖ · ‖ denotes the norm in this space;
(2) In denotes the n-dimensional identity matrix;
(3) Reλ and Imλ denote the real and imaginary parts, respectively, of a complex number λ;
(4) col(x, y), where x ∈ En and y ∈ Em, denotes a column block-vector with the upper

block x and the lower block y;
(5) C[a, b; En] is the space of continuous functions f (t) : [a, b] → En, ‖ · ‖C denotes the

uniform norm in C[a, b; En].
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2. Problem Formulation
2.1. Original System

The system under consideration is:

d
dt
[
xt(0) + A1xt(−h)

]
= B1xt(0) + B2yt(0) + H1xt(−h) + H2yt(−h)

+
∫ 0

−h

[
G1(η)xt(η) + G2(η)yt(η)

]
dη, t ≥ 0, (1)

ε
d
dt
[
yt(0) + A2yt(−h)

]
= B3xt(0) + B4yt(0) + H3xt(−h) + H4yt(−h)

+
∫ 0

−h

[
G3(η)xt(η) + G4(η)yt(η)

]
dη, t ≥ 0, (2)

where

xt(η)
4
= x(t + εη), yt(η)

4
= y(t + εη), η ∈ [−h, 0]; (3)

x(t) ∈ En, y(t) ∈ Em; ε > 0 is a small parameter; h > 0 is a given number independent
of ε; Ai, Bj and Hj, (i = 1, 2; j = 1, . . . , 4) are given constant matrices of corresponding
dimensions; Gj(η), (j = 1, . . . , 4) are given piecewise continuous matrix-valued functions
of corresponding dimensions for η ∈ [−h, 0].

The system (1) and (2) is a singularly perturbed linear time-invariant functional-
differential system of neutral type. It is infinite-dimensional with the state variables(

x(t), x(t + εη)
)

and
(
y(t), y(t + εη)

)
, η ∈ [−h, 0). Equation (1) and the Euclidean part x(t)

of the state variable
(
x(t), x(t + εη)

)
are called a slow mode and a slow Euclidean state

variable of (1) and (2). Equation (2) and the state variable
(
y(t), y(t + εη)

)
are called a fast

mode and a fast state variable of (1) and (2).
For any ε > 0 and η ∈ [−h, 0], let us denote:

zt(η)
4
= col

(
xt(η), yt(η)

)
, (4)

Eε
4
=

(
In 0
0 εIm

)
, A

4
=

(
A1 0
0 A2

)
, B

4
=

(
B1 B2
B3 B4

)
,

H
4
=

(
H1 H2
H3 H4

)
, G(η)

4
=

(
G1(η) G2(η)
G3(η) G4(η)

)
.

(5)

Using these notations, we can rewrite the system (1) and (2) in the equivalent form as:

Eε
d
dt
[
zt(0) + Azt(−h)

]
= Bzt(0) + Hzt(−h) +

∫ 0

−h
G(η)zt(η)dη, t ≥ 0. (6)

Using the form (6) of the original system (1) and (2) and the results of [2], we obtain
its characteristic equation (with respect to λ) as:

det ∆(λ, ε) = 0, (7)

where

∆(λ, ε) = λEε + λ exp(−λεh)Eε A− B

− exp(−λεh)H −
∫ 0

−h
exp(λεη)G(η)dη. (8)

In what follows, we call (7) the original characteristic equation.
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For the sake of the spectrum analysis of the original system (1) and (2), we are going
to decompose this system asymptotically into two much simpler ε-free subsystems (the
slow and fast ones).

2.2. Slow Subsystem

To obtain this subsystem, we set formally ε = 0 in (1) and (2). Thus, we have

As
dxs(t)

dt
= B1sxs(t) + B2sys(t), t ≥ 0,

0 = B3sxs(t) + B4sys(t), t ≥ 0,

(9)

where xs(t) ∈ En and ys(t) ∈ Em are state variables;

As = In + A1, Bjs = Bj + Hj +
∫ 0

−h
Gj(η)dη, j = 1, . . . , 4. (10)

The slow subsystem (9) is a descriptor (differential-algebraic) system. Moreover, the
first equation of this system is, in general, a singular differential equation. In addition, the
slow subsystem is delay-free.

If

det As 6= 0, (11)

and

det B4s 6= 0, (12)

then the slow subsystem (9) can be reduced to the following regular differential equation
with respect to xs:

dxs(t)
dt

= A−1
s Bsxs(t), t ≥ 0, (13)

where

Bs = B1s − B2sB−1
4s B3s. (14)

The differential Equation (13) is also called the slow subsystem of the system (1) and (2).
The characteristic equation with respect to λ of the slow subsystem (13) is

det ∆s(λ) = 0, ∆s(λ) = λIn − A−1
s Bs. (15)

In what follows, we call (15) the slow characteristic equation.

2.3. Fast Subsystem

The fast subsystem is formally derived from Equations (1) and (2) as follows. Firstly,
the state variable

(
x(t), x(t + εη)

)
is removed from (2), which yields the equation

ε
d
dt
[
yt(0) + A2yt(−h)

]
= B4yt(0) + H4yt(−h) +

∫ 0

−h
G4(η)yt(η)η, t ≥ 0. (16)

Secondly, the following transformations of the variables are made in the system consisting
of (1) and (16):

t = εξ, (17)



Axioms 2021, 10, 325 6 of 22

x
(
ε(ξ + η)

)
= x f (ξ + η)

4
= x f ,ξ(η), y

(
ε(ξ + η)

)
= y f (ξ + η)

4
= y f ,ξ(η), η ∈ [−h, 0], (18)

where ξ, called the stretched time, is a new independent variable;
(
x f (ξ), x f (ξ + η)

)
and(

y f (ξ), y f (ξ + η)
)
, η ∈ [−h, 0), are new state variables.

Thus, we obtain the system

d
dξ

[
x f ,ξ(0) + A1x f ,ξ(−h)

]
= ε

[
B1x f ,ξ(0) + B2y f ,ξ(0) + H1x f ,ξ(−h)

+H2y f ,ξ(−h) +
∫ 0

−h

[
G1(η)x f ,ξ(η) + G2(η)y f ,ξ(η)

]
dη

]
, ξ ≥ 0, (19)

d
dξ

[
y f ,ξ(0) + A2y f ,ξ(−h)

]
= B4y f ,ξ(0)

+H4y f ,ξ(−h) +
∫ 0

−h
G4(η)y f ,ξ(η)dη, ξ ≥ 0. (20)

Thirdly, we formally set ε = 0 in the Equation (19), which yields

d
dξ

[
x f ,ξ(0) + A1x f ,ξ(−h)

]
= 0, ξ ≥ 0. (21)

Finally, integrating Equation (21) from ξ = 0 to any ξ ≥ 0 with zero initial condition
x f (η) = 0, η ∈ [−h, 0], we obtain Equation

x f ,ξ(0) + A1x f ,ξ(−h) = 0, ξ ≥ 0. (22)

Equations (20) and (22) constitute the fast subsystem, associated with the original
system (1) and (2). In this subsystem, Equation (20) is a neutral-type functional-differential
equation with respect to y f (·), while Equation (22) is a difference equation for x f (·) with a
continuous independent variable. Thus, Equations (20) and (22) are not connected to each
other. Additionally, it should be noted that the stretched time ξ is expressed by the original
time t in the form ξ = t/ε. Therefore, for any t > 0, limε→+0 ξ = +∞.

The characteristic equation with respect to µ of the fast subsystem has the form

det ∆ f (µ) = 0, (23)

where

∆ f (µ) =

(
∆ f ,1(µ) 0
0 ∆ f ,2(µ)

)
,

∆ f ,1(µ) = In + exp(−µh)A1,

∆ f ,2(µ) = µIm + µ exp(−µh)A2 − B4

− exp(−µh)H4 −
∫ 0

−h
exp(−µη)G4(η)dη. (24)

The quasi-polynomial Equation (23) can be rewritten equivalently as:

det ∆ f ,1(µ)det ∆ f ,2(µ) = 0. (25)

In what follows, we call (23) (and, therefore, (25)) the fast characteristic equation.

Remark 1. Note that the equations

det ∆ f ,1(µ) = 0, (26)
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and

det ∆ f ,2(µ) = 0 (27)

are the characteristic equations of the difference Equation (22) and the functional-differential
Equation (20), respectively.

Let S f be the set of all distinct roots of the fast characteristic Equation (23) (and, therefore,
(25)). Let S f ,1 and S f ,2 be the sets of all distinct roots of the characteristic Equations (26) and (27),
respectively. Then,

S f = S f ,1
⋃

S f ,2. (28)

Remark 2. Due to Equation (10) and the inequalities (11) and (12), Equations (26) and (27) do
not have zero roots.

2.4. Asymptotic Decomposition of the Original Characteristic Equation

In this subsection we show that the ε-dependent original characteristic Equation (7) can
be decomposed asymptotically into the ε-free slow (15) and fast (23) characteristic equations.

Let us start with the slow characteristic equation. Setting formally ε = 0 in (7) and (8)
and taking into account (10), we obtain

det ∆̄(λ) = 0, (29)

where

∆̄(λ) = ∆(λ, 0) = λE0(In+m + A)− B̄, B̄ =

(
B1s B2s
B3s B4s

)
, (30)

and E0 = Eε|ε=0.
Using the block form of the matrix A (see the notation (5)), as well as the block forms

of the matrices B̄ and E0, we can rewrite the matrix ∆̄(λ) in the block form as:

∆̄(λ) =
(

λAs − B1s − B2s
−B3s − B4s

)
, (31)

where As is given in (10).
Applying the formula for the determinant of a block matrix (see [37]) to (31), and

taking into account the inequality (12) and Equation (14), we obtain for any complex λ:

det ∆̄(λ) = (−1)m det
(

λAs − Bs

)
det B4s. (32)

Finally, using the inequality (11), we have

det ∆̄(λ) = (−1)m det As det
(

λIn − A−1
s Bs

)
det B4s. (33)

Comparing (33) to (15) and taking into account the inequalities (11) and (12), we can
observe the following. The set of roots of the slow characteristic Equation (15) and the set
of roots of the polynomial with respect to λ (33) coincide with each other. Furthermore,
setting formally ε = 0 in the original characteristic Equation (7) and dividing the resulting
equation by (−1)m det As det B4s, we obtain the slow characteristic Equation (15).
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Proceed to obtaining the fast characteristic equations from the original characteristic
Equation (7). For this purpose, first, we rewrite (7) in the equivalent form

det ∆̂1(λ, ε) = 0,

∆̂1(λ, ε) = ε
(

Eε

)−1
∆(λ, ε) = ελIn+m + ελ exp(−λεh)A− ε

(
Eε

)−1
B

− exp(−λεh)ε
(

Eε

)−1
H −

∫ 0
−h exp(λεη)ε

(
Eε

)−1
G(η)dη. (34)

By the transformation of the variable λ = µ/ε, where µ is a new variable,
Equation (34) becomes

det ∆̂2(µ, ε) = 0,

∆̂2(µ, ε) = µIn+m + µ exp(−µh)A− ε
(

Eε

)−1
B

− exp(−µh)ε
(

Eε

)−1
H −

∫ 0
−h exp(µη)ε

(
Eε

)−1
G(η)dη. (35)

Remark 3. It should be noted the following. If, for a given ε > 0, λ is a root of the original
characteristic Equation (7), then µ = ελ is a root of Equation (35). Vice versa: if, for a given ε > 0,
µ is a root of Equation (35), then λ = µ/ε is a root of the original characteristic Equation (7).

Remark 4. Note that the transformation of the variable λ = µ/ε in (34) corresponds to the
transformation of the independent variable t = εξ in (1) and (2).

Now, setting formally ε = 0 in (35), we obtain

det ∆̃(µ) = 0,

∆̃(µ) = µIn+m + µ exp(−µh)A− EB

− exp(−µh)EH −
∫ 0
−h exp(µη)EG(η)dη, (36)

where the (n + m)× (n + m)-matrix E has the form

E =

(
0 0
0 Im

)
.

Using the block forms of the matrices A, B, H, G(η) (see the notation (5)), we can
represent the matrix ∆̃(µ) in the block form as:

∆̃(µ) =

(
µ∆ f ,1(µ) 0

−B3 − exp(−µh)H3 −
∫ 0
−h exp(µη)G3(η)dη ∆ f ,2(µ)

)
, (37)

where ∆ f ,1(µ) and ∆ f ,2(µ) are given in (24).
Due to (37), the quasi-polynomial equation det ∆̃(µ) = 0 in (36) can be rewritten as:

µn det ∆ f ,1(µ)det ∆ f ,2(µ) = 0. (38)

Comparing (38) to (25) (and, therefore, to (23)), and using the inequalities (11), (12)
and Remark 2 yield that the set of all roots of the fast characteristic Equation (25) coincides
with the set of all nonzero roots of the Equation (38). Moreover, the fast characteris-
tic Equation (25) (and, therefore, (23)) can be obtained from the original characteristic
Equation (7) in the following way: (i) to transform (7) into (34); (ii) to transform the vari-
able λ = µ/ε in (34), which yields (35); (iii) to set formally ε = 0 in (35), which yields (36);
(iv) to divide the quasi-polynomial equation in (36) (and, therefore, in (38)) by µn.
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2.5. Objectives of the Paper

The objectives of the paper are:

(I) Based on the presumed structures of the roots’ sets of the slow (15) and fast (25) char-
acteristic equations to study a structure of the roots’ set of the original characteristic
Equation (7), valid for all sufficiently small values of ε > 0;

(II) Based on this structure to analyze a stability of the original singularly perturbed system
(1) and (2) and to estimate the solution of an initial-value problem for this system.

3. Auxiliary Results
3.1. Properties of Roots of Some Quasi-Polynomial Equations

Let λs,p, (p = 1, . . . , qs ≤ n) be all distinct roots of the slow characteristic Equation (15),
i.e., all distinct eigenvalues of the matrix A−1

s Bs. Remember that As and Bs are given in
Equations (10) and (14), respectively.

Proceed to analysis of the set S f ,1 of all distinct roots of Equation (26). In this analysis,
the following two cases should be distinguished: (a1) all the eigenvalues of the matrix A1
equal zero; (b1) at least one of the eigenvalues of A1 differs from zero. In the case (a1),
Equation (26) does not have roots. Let us treat the case (b1).

Lemma 1. Let νp, (p = 1, . . . , q1), (1 ≤ q1 ≤ n) be all distinct non-zero eigenvalues of the
matrix A1. Then, the set S f ,1 has the form

S f ,1 =
{

µ = µp,l = (1/h) ln |νp|+ i(ϕp + πl)/h, p = 1, . . . , q1, l = ±1,±3, . . .
}

, (39)

where i is the imaginary unit; the angles ϕp, (p = 1, . . . , q1) are defined by the conditions

cos ϕp = Reνp/|νp|, sin ϕp = Imνp/|νp|, 0 ≤ ϕp ≤ π, p = 1, . . . , q1. (40)

Proof. First of all let us note that, due to the form of the matrix ∆ f ,1(µ) (see Equation (24)),
all distinct roots of Equation (26) coincide with all roots of the following equation with respect
to µ:

q1

∏
p=1

(
1 + exp(−µh)νp

)
= 0.

Thus, a complex number µ is a root of this equation if and only if it is a root of one of
the following equations:

1 + exp(−µh)νp = 0, p = 1, . . . , q1,

which directly yields the statement of the lemma.

Consider the following quasi-polynomial equation with respect to µ:

det Ψ f (µ) = 0, Ψ f (µ) = Im + exp(−µh)A2. (41)

Note that (41) is the characteristic equation of the following difference equation with
the continuous independent variable:

ỹξ(0) + A2ỹξ(−h) = 0, ξ ≥ 0, (42)

where ỹξ(η)
4
= ỹ(ξ + η), η ∈ [−h, 0]; for any ξ ≥ −h, ỹ(ξ) ∈ Em.

For Equation (41), similarly to Equation (26), we can distinguish the following cases:
(a2) all the eigenvalues of the matrix A2 equal zero; (b2) at least one of the eigenvalues of
A2 differs from zero. In the case (a2), Equation (41) does not have roots. In the case (b2),
we have the following assertion.
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Lemma 2. Let κp, (p = 1, . . . , q2), (1 ≤ q2 ≤ m) be all distinct non-zero eigenvalues of the
matrix A2. Then, the set Ω f of all distinct roots of Equation (41) has the form

Ω f =
{

µ = µp,l = (1/h) ln |κp|+ i(φp + πl)/h, p = 1, . . . , q2, l = ±1,±3, . . .
}

, (43)

where i is the imaginary unit; the angles φp, (p = 1, . . . , q2) are defined by the conditions

cos φp = Reκp/|κp|, sin φp = Imκp/|κp|, 0 ≤ φp ≤ π, p = 1, . . . , q2. (44)

Proof. The lemma is proved quite similarly to Lemma 1.

Let us denote

β
4
= sup

µ∈S f ,2

Reµ, γ1
4
= max

p=1,q1

(1/h) ln |νp|, γ2
4
= max

p=1,q2

(1/h) ln |κp|. (45)

Remember that S f ,2 is the set of all distinct roots of the quasi-polynomial Equation (27)
which is the characteristic equation of the functional-differential Equation (20).

Remark 5. If all the eigenvalues of the matrix A1 equal zero, we set γ1 = −∞. Similarly, if all the
eigenvalues of the matrix A2 equal zero, we set γ2 = −∞.

Due to the results of [2], the value β is finite, i.e.,

β < +∞. (46)

Let
α
4
= max{β, γ1, γ2}. (47)

Lemma 3. Let the inequalities (11) and (12) be satisfied. Let {εk} and {µk}, (k = 1, 2, . . .) be any
sequences such that:

(i) εk > 0, (k = 1, 2, . . .);
(ii) limk→+∞ εk = 0;
(iii) there exists a number δ > 0 such that Reµk ≥ α + δ, (k = 1, 2, . . .);
(iv) each pair (µk, εk), (k = 1, 2, . . .) satisfies the original characteristic equation in the form (35),

i.e., det ∆̂2(µk, εk) = 0.

Then, there exists a subsequence of the sequence {µk}, which converges to zero.

Proof. First, let us show that the sequence {µk} is bounded. Assume the opposite, i.e.,
{µk} is unbounded. In this case, there exists a subsequence of {µk} which tends to infinity
in the complex plane. For the sake of simplicity (but without loss of generality), we can
assume that this subsequence coincides with the sequence {µk}. Thus, limk→+∞ |µk| = +∞.
In particular, this means that µk 6= 0 for all sufficiently large k. Using this observation, as
well as the block forms of the matrices Eε, A, B, H and G(η), we can rewrite the equality
det ∆̂(µk, εk) = 0 in the following form for all sufficiently large k:

det ∆̂3(µk, εk) = 0, (48)
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where

∆̂3(µk, εk) =

(
∆̂3,1(µk, εk) ∆̂3,2(µk, εk)
∆̂3,3(µk, εk) ∆̂3,4(µk, εk)

)
,

∆̂3,1(µk, εk) = ∆ f ,1(µk)− (εk/µk)

[
B1 + exp(−µkh)H1

+
∫ 0

−h
exp(µkη)G1(η)dη

]
,

∆̂3,2(µk, εk) = −(εk/µk)

[
B2 + exp(−µkh)H2

+
∫ 0

−h
exp(µkη)G2(η)dη

]
,

∆̂3,3(µk, εk) = −(1/µk)

[
B3 + exp(−µkh)H3

+
∫ 0

−h
exp(µkη)G3(η)dη

]
,

∆̂3,4(µk, εk) = Ψ f (µk)− (1/µk)

[
B4 + exp(−µkh)H4

+
∫ 0

−h
exp(µkη)G4(η)dη

]
. (49)

Remember that ∆ f ,1(µ) and Ψ f (µ) are given in (24) and (41), respectively.
Due to the condition (iii) of the lemma, the sequence {exp(−µkh)} is bounded and the

sequence {exp(µkη)} is bounded uniformly in η ∈ [−h, 0]. Moreover, due to this condition,
Lemmas 1 and 2, and Remark 5, we directly have that∣∣det ∆ f ,1(µk)

∣∣ ≥ χ,
∣∣det Ψ f (µk)

∣∣ ≥ χ, k = 1, 2, . . . , (50)

where χ > 0 is some number independent of k.
In addition, let us note that limk→+∞(εk/µk) = 0 and limk→+∞(1/µk) = 0. Taking

into account these observations and using Equation (49), we can represent the equality (48)
in the following form for all sufficiently large k:

det ∆ f ,1(µk)det Ψ f (µk) + f (µk, εk) = 0, (51)

where f (µk, εk) is some function of µk and εk, satisfying the condition limk→+∞ f (µk, εk) =
0. The latter, along with the inequalities (50), means that the equality (51) is contradictive.
Therefore, the sequence {µk} cannot be unbounded.

Since the sequence {µk} is bounded, then its convergent subsequence exists. For the
sake of simplicity (but without loss of generality), we assume that this subsequence coincides

with {µk}. Let us denote µlim
4
= limk→+∞ µk. Due to the condition (iii) of the lemma,

Reµlim ≥ α + δ. (52)

Now, calculating the limit of the equality det ∆̂2(µk, εk) = 0 for k→ +∞, and taking
into account Equations (35)–(38), we directly obtain the equality

(µlim)n det ∆ f ,1(µlim)det ∆ f ,2(µlim) = 0.

However, due to the inequality (52) and the definition of the number α (see Equations (45)
and (47), the inequality (46) and Remark 5), we have that det ∆ f ,1(µlim) 6= 0 and det ∆ f ,2(µlim) 6= 0.
Therefore, µlim = 0, which completes the proof of the lemma.

As a direct consequence of Lemma 3, we have this assertion.
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Corollary 1. Let all the assumptions of Lemma 3 be valid. Then, the following inequality is
satisfied: α < 0.

Lemma 4. Let the inequalities (11) and (12) be satisfied. Let {εk} and {λk}, (k = 1, 2, . . .) be any
sequences such that:

(i) εk > 0, (k = 1, 2, . . .);
(ii) limk→+∞ εk = 0;
(iii) limk→+∞ εkλk = 0;
(iv) each pair (λk, εk), (k = 1, 2, . . .) satisfies the original characteristic Equation (7).

Then, there exists a subsequence of the sequence {λk}, which converges to one of the numbers
λs,p, (p = 1, . . . , qs).

Proof. Taking into account the inequalities (11) and (12), the lemma is proved quite simi-
larly to Lemma 2 and Corollary 2 of [28].

3.2. Exponential Stability of the Difference Equations

Let us start with Equation (22). For this equation, we assume that at least one of the
eigenvalues of the matrix A1 differs from zero, and we consider the initial condition

x f (η) = ψx(η), η ∈ [−h, 0], (53)

where ψx(η) ∈ C[−h, 0; En] is a given vector-valued function satisfying the equality

ψx(0) + A1ψx(−h) = 0.

Definition 1. Equation (22) is called exponentially stable if, for any function ψx(η) ∈ C[−h, 0; En]
with the above mentioned property, the unique solution x f (ξ), ξ ≥ 0 of the initial-value problem
(22) and (53) satisfies the inequality

‖x f (ξ)‖ ≤ cx exp(−ωxξ)‖ψx(η)‖C, ξ ≥ 0,

where cx > 0 and ωx > 0 are some constants independent of ψx(η).

Lemma 5. Equation (22) is exponentially stable if and only if |νp| < 1, (p = 1, . . . , q1), (1 ≤
q1 ≤ n), where νp, (p = 1, . . . , q1) are all distinct non-zero eigenvalues of the matrix A1.

Proof. The statement of the lemma directly follows from Lemma 1 and the results of the
work [2].

Proceed to Equation (42). For this equation, similarly to the Equation (22), we assume
that at least one of the eigenvalues of the matrix A2 differs from zero, and we consider the
initial condition

ỹ(η) = ψ̃y(η), η ∈ [−h, 0], (54)

where ψ̃y(η) ∈ C[−h, 0; Em] is a given vector-valued function satisfying the equality

ψ̃y(0) + A2ψ̃y(−h) = 0.

Definition 2. Equation (42) is called exponentially stable if, for any function ψ̃y(η) ∈ C[−h, 0; Em]
with the above mentioned property, the unique solution ỹ(ξ), ξ ≥ 0 of the initial-value problem
(42), (54) satisfies the inequality

‖ỹ(ξ)‖ ≤ c̃y exp(−ω̃yξ)‖ψ̃y(η)‖C, ξ ≥ 0,

where c̃y > 0 and ω̃y > 0 are some constants independent of ψ̃y(η).

The following assertion directly follows from Lemma 2 and the results of the work [2].
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Lemma 6. Equation (42) is exponentially stable if and only if |κp| < 1, (p = 1, . . . , q2), (1 ≤
q2 ≤ m), where κp, (p = 1, . . . , q2) are all distinct non-zero eigenvalues of the matrix A2.

3.3. Exponential Stability of the Auxiliary Differential Equation and Neutral Type
Functional-Differential Equation

We start with Equation (13), for which we immediately have the following assertion.

Lemma 7. Let the inequalities (11) and (12) be valid. Then, for any given vector xs,0 ∈ En, the
unique solution xs(t), t ≥ 0 of Equation (13) subject to the initial condition xs(0) = xs,0 satisfies
the inequality

‖xs(t)‖ ≤ cs exp(−ωst)‖xs,0‖,
cs > 0 and ωs > 0 are some constants independent of xs,0,

(55)

if and only if all distinct roots λs,p, (p = 1, . . . , qs ≤ n) of the slow characteristic Equation (15)
satisfy the inequalities Reλs,p < 0, (p = 1, . . . , qs ≤ n).

Note that the inequality (55) means the exponential stability of Equation (13).
Proceed to Equation (20). For this equation, we consider the initial condition

y f (η) = ψy(η), η ∈ [−h, 0], (56)

where ψy(η) ∈ C[−h, 0; Em] is a given vector-valued function.

Definition 3. Equation (20) is called exponentially stable if, for any function ψy(η) ∈ C[−h, 0; Em],
the unique solution y(ξ), ξ ≥ 0 of the initial-value problem (20), (56) satisfies the inequality

‖y(ξ)‖ ≤ cy exp(−ωyξ)‖ψy(η)‖C, ξ ≥ 0,

where cy > 0 and ωy > 0 are some constants independent of ψy(η).

By virtue of the results of the work [2], we immediately have the following assertion.

Lemma 8. Equation (20) is exponentially stable if and only if β < 0, where the value β is defined
in Equation (45).

4. Structure of the Roots’ Set of the Original Characteristic Equation

Let

σmin
4
= min

p=1,qs

Reλs,p, σmax
4
= max

p=1,qs

Reλs,p,

ρmin
4
= min

p=1,qs

Imλs,p, ρmax
4
= max

p=1,qs

Imλs,p. (57)

Let δ > 0 be any given number. Consider the domain

Ds =
{

λ : Reλ ∈ (σmin − δ, σmax + δ), Imλ ∈ (ρmin − δ, ρmax + δ)
}

, (58)

and, for a given ε > 0, the domain

D f (ε) =
{

λ : Reλ < (α + δ)/ε
}

. (59)

Remember, that the number α is defined by Equations (45) and (47), the inequality (46)
and Remark 5.

Denote
D(ε) 4= Ds

⋃
D f (ε). (60)
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Theorem 1. Let the inequalities (11) and (12) be satisfied. Then, there exists a number ε∗ =
ε∗(δ) > 0 such that, for all ε ∈ (0, ε∗], each root λ(ε) of the original characteristic Equation (7)
belongs to the domain D(ε).

Proof. We prove the theorem by contradiction, i.e., we assume that the statement of the
theorem is wrong. This assumption yields the existence of two sequences {εk} and {λk}
satisfying the following conditions:

(a) εk > 0, (k = 1, 2, . . .);
(b) limk→+∞ εk = 0;
(c) λk does not belong to D f (εk) for all k ∈ {1, 2, . . .};
(d) λk does not belong to Ds for all k ∈ {1, 2, . . .};
(e) each pair (λk, εk), (k = 1, 2, . . .) satisfies the original characteristic Equation (7), i.e.,

det ∆(λk, εk) = 0.

Consider the sequence {µk}, where µk = εkλk, (k = 1, 2, ...). Due to the condition (c)
on the sequence {λk} and the definition of the domain D f (ε) (see the Equation (59)), we
have that Reµk ≥ α + δ, (k = 1, 2, . . .). The latter, along with the conditions (a), (b) on the
sequence {εk} and Remark 3, means the fulfillment of all the conditions of Lemma 3. Thus,
there exists a subsequence of {µk}, which converges to zero. For the sake of simplicity
(but without loss of generality), we can assume that this subsequence coincides with
the sequence {µk}. Since µk = εkλk, (k = 1, 2, ...), then the sequences {εk} and {λk}
satisfy the conditions of Lemma 4. By virtue of this lemma, there exist a subsequence
of {λk} converging to one of the numbers λs,p, (p = 1, . . . , qs). The latter, along with
the Equations (57) and (58), means that infinitely many elements of the sequence {λk}
belong to the domain Ds, which contradicts the condition (d) on the sequence {λk}. This
contradiction proves the theorem.

5. Stability Analysis of the Original Singularly Perturbed System

In what follows, we assume:

α < 0, σmax < 0. (61)

Remember that the number α is defined by Equations (45) and (47), the inequality (46)
and Remark 5; the number σmax is defined in the Equation (57).

Remark 6. Subject to the first inequality in (61), we have the following. For any given number
0 < δ < −α, there exists a number ε∗1 > 0 such that, for all ε ∈ (0, ε∗1], Ds

⋂D f (ε) = ∅.
This relation between Ds and D f (ε) yields the separation of the roots of the original characteristic
Equation (7). Namely, the roots belonging to the domain Ds constitute the setRs(ε) of the so called
slow roots, while the roots belonging to the domain D f (ε) constitute the setR f (ε) of the so called
fast roots of (7).

Remark 7. If α < 0, then γ1 < 0. Therefore, |νp| < 1, (p = 1, . . . , q1). The latter means, that
the inequality (11) is satisfied.

As a direct consequence of Theorem 1 and Remarks 6 and 7, we have the following
assertion.

Corollary 2. Let the inequalities (12) and (61) be satisfied. Then, there exists a number ε0 > 0
such that for all ε ∈ (0, ε0] the following inequalities are valid

sup
λ(ε)∈Rs(ε)

Reλ(ε) ≤ σmax < 0, sup
λ(ε)∈R f (ε)

Reλ(ε) ≤ α/ε < 0,

sup
λ(ε)∈Rs(ε)

⋃R f (ε)

Reλ(ε) ≤ σmax < 0. (62)
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For a given ε > 0, let us consider the initial conditions for the system (1) and (2)

x(τ) = θx(τ), y(τ) = θy(τ), τ ∈ [−εh, 0], (63)

where θx(τ) ∈ C[−εh, 0; En] and θy(τ) ∈ C[−εh, 0; Em] are any given functions.

Theorem 2. Let the inequalities (12) and (61) be satisfied. Then, for any number ε ∈ (0, ε0],
any number σ ∈ (σmax, 0) independent of ε, and any functions θx(τ) ∈ C[−εh, 0; En] and
θy(τ) ∈ C[−εh, 0; Em], there exists a number c(σ) > 0, independent of the number ε and the
functions θx(τ), θy(τ), such that the unique solution

(
x(t, ε), y(t, ε)

)
, t ∈ [0,+∞) of the initial-

value problem (1), (2) and (63) satisfies the inequalities

‖x(t, ε)‖ ≤ c(σ) exp(σt)‖θx(τ)‖C, t ∈ [0,+∞),
‖y(t, ε)‖ ≤ c(σ) exp(σt)‖θy(τ)‖C, t ∈ [0,+∞).

(64)

Proof. Let ε ∈ (0, ε0] be any given. In the original system (1) and (2), let us make the trans-
formation of the variables (17) and (18). Due to this transformation, we obtain a new system,
equivalent to (1) and (2). This new system consists of Equation (19) and the equation

d
dξ

[
y f ,ξ(0) + A2y f ,ξ(−h)

]
= B3x f ,ξ(0) + B4y f ,ξ(0) + H3x f ,ξ(−h)

+H4y f ,ξ(−h) +
∫ 0

−h

[
G3(η)x f ,ξ(η) + G4(η)y f ,ξ(η)

]
dη, ξ ≥ 0. (65)

For the system (19) and (65), let us consider the initial conditions

x f (ζ) = θx, f (ζ), y f (ζ) = θy, f (ζ), ζ ∈ [−h, 0], (66)

where
θx, f (ζ) = θx(εζ), θy, f (ζ) = θy(εζ), ζ ∈ [−h, 0]. (67)

Since θx(τ) ∈ C[−εh, 0; En] and θy(τ) ∈ C[−εh, 0; Em], then θx, f (ζ) ∈ C[−h, 0; En] and
θy, f (ζ) ∈ C[−h, 0; Em].

By virtue of Remarks 3 and 4, Equation (35) is the characteristic equation of the system
(19) and (16). Moreover, for any ε ∈ (0, ε0], a complex number µ is a root of (35) if and
only if the number λ = µ/ε is a root of Equation (7). Due to this observation and the third
inequality in (62), we directly have that any root µ(ε), ε ∈ (0, ε0] of Equation (35) satisfies
the inequality

Reµ(ε) ≤ εσmax, ε ∈ (0, ε0]. (68)

In addition, let us note that all the coefficients of the system (19) and (65) are uniformly
bounded for ε ∈ [0, ε0]. The latter, along with the inequality (68) and the results of the
work [2], directly yields the existence of a number c(σ) > 0, independent of the number
ε and the functions θx, f (ζ), θy, f (ζ), such that the unique solution

(
x f ,ξ(ξ, ε), y f ,ξ(ξ, ε)

)
,

ξ ∈ [0,+∞) of the initial-value problem (19), (65) and (66) satisfies the inequalities

‖x f ,ξ(ξ, ε)‖ ≤ c(σ) exp(εσξ)‖θx, f (ζ)‖C, ξ ∈ [0,+∞),
‖y f ,ξ(ξ, ε)‖ ≤ c(σ) exp(εσξ)‖θy, f (ζ)‖C, ξ ∈ [0,+∞).

(69)

Using Equation (67), and the equivalence of the system (1) and (2) and the system
(19) and (65), we obtain that the unique solution

(
x(t, ε), y(t, ε)

)
, t ∈ [0,+∞) of the initial-

value problem (1), (2) and (63) can be represented in the form
(
x f ,ξ(t/ε, ε), y f ,ξ(t/ε, ε)

)
,

t ∈ [0,+∞). Therefore, by the transformation of the independent variables ξ = t/ε,
t ∈ [0,+∞) and ζ = τ/ε, τ ∈ [−εh, 0], the inequalities (69) become the inequalities (64).
The latter, along with the assumption that ε is any given number from the interval (0, ε0],
proves the statement of the theorem.
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Remark 8. The statement of Theorem 2 means that the original system (1) and (2) is exponentially
stable with the coefficient for the exponent and the decay constant independent of ε > 0 for
all sufficiently small values of this parameter. Thus, the exponential stability of the original
system (1) and (2) is robust with respect to ε for all such values.

Corollary 3. Let in the original system (1) and (2), the matrices A1 and A2 have non-zero eigenval-
ues. Let the inequality (12) be satisfied. Let the difference Equations (22) and (42) be exponentially
stable. Let the differential Equation (13) and the neutral type functional-differential Equation (20)
be exponentially stable. Then, the original system (1) and (2) is exponentially stable robustly with
respect to ε > 0 for all sufficiently small values of this parameter.

Proof. From Lemmas 5–8, and from the definitions of the number α (see the Equations
(45) and (47) and the inequality (46)) and the number σmax (see the Equation (57)), we
immediately have the fulfillment of the inequalities in (61). Now, the statement of the
corollary is a direct consequence of Theorem 2 and Remark 8.

6. Examples

In this section two examples are presented. These examples are nontrivial and they
allow us to clearly illustrate the theoretical results of the paper, avoiding too complicated
analytical and numerical calculations.

6.1. Example 1

Consider a particular case of system (1) and (2) with the following data:

n = 2, m = 1, h = 1,

A1 =

(
1 − 0.25
3 0

)
, B1 =

(
−2 1
4 − 3

)
, B2 =

(
5
−1

)
, H1 =

(
−1 6
−5 4

)
,

H2 =

(
2
−1

)
, G1(η) =

(
2η 2(η + 1)
3(η + 1)2 − 2η

)
,

G2(η) =

(
4η3

−4(η + 1)3

)
, A2 = 0.5, B3 = (2 , −2), B4 = −6,

H3 = (3 , 4), H4 = −3, G3(η) =
(
−π

2
sin
(π

2
η
)

, 5(η + 1)4
)

, G4(η) ≡ 0. (70)

In this example, the eigenvalues of the matrix A1 are ν1 = (1 +
√

2i)/2, ν2 = (1−√
2i)/2, where i is the imaginary unit. Thus,

|νp| =
√

3/2 < 1, p = 1, 2. (71)

Since in this example, the matrix A2 becomes scalar value, its single eigenvalue κ1
coincides with this value, i.e., κ1 = A2 = 0.5. Thus,

|κ1| = 0.5 < 1. (72)

Proceed to the calculation of the matrices in the Equation (10). We have

As =

(
2 − 0.25
3 1

)
, B1s =

(
−4 8
0 2

)
, B2s =

(
6
−3

)
,

B3s = (6 , 3), B4s = −9.

(73)

Thus, the inequality (12) is satisfied, and the matrix Bs (see the Equation (14)) becomes as:

Bs =

(
0 10
−2 1

)
. (74)
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Now, using (13), (73) and (74), we obtain the slow subsystem of system (1) and (2)
with the data (70)

dxs(t)
dt

=
1

11

(
−2 41
−16 − 112

)
xs(t), t ≥ 0, xs(t) ∈ E2. (75)

The eigenvalues of the matrix of the coefficients in system (75) are λs,1 = −0.7571,
λs,2 = −9.6066. Thus, by virtue of (57), σmax = −0.7571 meaning

σmax < 0. (76)

Proceed to the deriving the fast subsystem, associated with the original system of this
example (1), (2) and (70). Using (20) and (22), we obtain

d
dξ

[
y f ,ξ(0) + 0.5y f ,ξ(−1)

]
= −6y f ,ξ(0)− 3y f ,ξ(−1), ξ ≥ 0, (77)

x f ,ξ(0) +
(

1 − 0.25
3 0

)
x f ,ξ(−1) = 0, ξ ≥ 0, (78)

where for all ξ ≥ −1, y f (ξ) is a scalar, while x f (ξ) ∈ E2.
Along with Equations (77) and (78), let us write down Equation (42) in this example.

Due to the data (70), this equation becomes the following scalar equation:

ỹξ(0) + 0.5ỹξ(−1) = 0, ξ ≥ 0. (79)

Now, let us check whether the conditions of Corollary 3 are fulfilled for the original
system of this example (1), (2) and (70). The eigenvalues of the matrix A1 and the scalar
value A2 differ from zero. Moreover, as mentioned above, the inequality (12) is satisfied.
Further, due to the inequalities in (71) and Lemma 5, the difference Equation (78) is
exponentially stable. Similarly, due to the inequality (72) and Lemma 6, the difference
Equation (79) is exponentially stable. Using the inequalities (71) and (76) and Lemma 7,
we directly obtain the exponential stability of the differential Equation (75). Thus, to
apply Corollary 3 to the stability analysis of the system (1), (2) and (70), we should show
the exponential stability of the neutral type functional-differential Equation (77). Due to
Lemma 8 and Equations (24), (27), (45) and (70), Equation (77) is exponentially stable if and
only if the following inequality is satisfied:

sup
µ∈S f ,2

Reµ < 0, (80)

where S f ,2 is the set of all distinct roots of the quasi-polynomial equation

µ + 0.5µ exp(−µ) + 6 + 3 exp(−µ) = 0. (81)

Equation (81) has infinitely many roots, which are

µ1 = −6, µ2 = − ln 2 + πi, µ3 = − ln 2− πi, µ4 = − ln 2 + 3πi,
µ5 = − ln 2− 3πi, µ6 = − ln 2 + 5πi, µ7 = − ln 2− 5πi, . . . ,

(82)

where i is the imaginary unit.
Thus, the inequality (80) is satisfied. Therefore, all the conditions of Corollary 3 are

fulfilled for the original system of this example (1), (2) and (70), meaning that this system
is exponentially stable robustly with respect to the parameter ε > 0 for all its sufficiently
small values.
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6.2. Example 2

Consider a particular case of the system (1) and (2) with the following data:

n = 2, m = 1, h = 1,

A1 =

(
−1 3
−0.2 1

)
, B1 =

(
−1 1
2 4

)
, B2 =

(
−4
1

)
, H1 =

(
2 5
4 3

)
,

H2 =

(
−1
2

)
, G1(η) =

(
2(η + 1) − 6(η + 1)2

−9η2 4η

)
,

G2(η) =

(
5η4

−5(η + 1)4

)
, A2 = 0.5723, B3 = (−1 , 4), B4 = −6,

H3 = (2 , 1), H4 = 2, G3(η) = (6η5 , −7η6), G4(η) ≡ 0. (83)

Calculating the eigenvalues of the matrix A1, given in (83), we obtain ν1 =
√

0.4,
ν2 = −

√
0.4. Thus,

|νp| =
√

0.4 < 1, p = 1, 2. (84)

In the present example, the matrix A2 becomes scalar value, its single eigenvalue κ1
coincides with this value, i.e., κ1 = A2 = 0.5723. Thus,

|κ1| = 0.5723 < 1. (85)

Calculating the matrices in Equation (10), we obtain

As =

(
0 3
−0.2 1

)
, B1s =

(
2 4
3 5

)
, B2s =

(
−4
2

)
,

B3s = (0 , 4), B4s = −4. (86)

Since B4s 6= 0, the inequality (12) is satisfied. Using Equation (14), we calculate the
matrix Bs as:

Bs =

(
2 0
3 7

)
. (87)

Now, using Equations (13), (86) and (87), we obtain the slow subsystem of the system
(1) and (2) with the data (83)

dxs(t)
dt

=
5
3

(
−7 − 21
0.4 0

)
xs(t), t ≥ 0, xs(t) ∈ E2. (88)

The spectrum of the system (88) consists of two elements λs,1 = −9.1036 and
λs,2 = −2.5631. Thus, by virtue of (57), σmax = −2.5631 meaning

σmax < 0. (89)

Proceed to the obtaining the fast subsystem, associated with the original system of
this example (1), (2) and (83). Using Equations (20) and (22), we have

d
dξ

[
y f ,ξ(0) + 0.5723y f ,ξ(−1)

]
= −6y f ,ξ(0) + 2y f ,ξ(−1), ξ ≥ 0, (90)

x f ,ξ(0) +
(
−1 3
−0.2 1

)
x f ,ξ(−1) = 0, ξ ≥ 0, (91)

where for all ξ ≥ −1, y f (ξ) is a scalar, while x f (ξ) ∈ E2.
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Along with Equations (90) and (91), let us write down Equation (42) in this example.
Due to the data (83), this equation becomes the following scalar equation:

ỹξ(0) + 0.5723ỹξ(−1) = 0, ξ ≥ 0. (92)

Now, we are going to check whether the conditions of Corollary 3 are fulfilled for the
original system of this example (1), (2) and (83). The eigenvalues of the matrix A1 and the
scalar value A2 differ from zero. The inequality (12) is satisfied as well. Due to the inequalities
in (84) and Lemma 5, the difference Equation (91) is exponentially stable. Similarly, due to the
inequality (85) and Lemma 6, the difference Equation (92) is exponentially stable. Inequalities
(71), (76) and Lemma 7 directly yield the exponential stability of the differential Equation (88).
Thus, to apply Corollary 3 to the stability analysis of the system (1), (2) and (83), we should
show the exponential stability of the neutral type functional-differential Equation (90). Due to
Lemma 8 and Equations (24), (27), (45) and (83), Equation (90) is exponentially stable if and
only if the following inequality is satisfied:

sup
µ∈S f ,2

Reµ < 0, (93)

where S f ,2 is the set of all distinct roots of the quasi-polynomial equation

µ + 0.5723µ exp(−µ) + 6− 2 exp(−µ) = 0. (94)

It is verified directly that Equation (94) has the root µ = −0.6794− 3π
2 i, where i is the

imaginary unit. This root has a negative real part. To find other roots of this equation is
rather a complicated task. Let us show that Equation (94) satisfies the inequality (93). First,
let us show that this equation does not have roots with non-negative real parts. Note, that
for any root µ of (94), the following inequality is satisfied:

1 + 0.5723 exp(−µ) 6= 0. (95)

Indeed, if there exists a root µ of (94) such that 1 + 0.5723 exp(−µ) = 0, then
6 − 2 exp(−µ) = 0, which yields the contradiction −1/0.5723 = 3. Therefore, the
inequality (95) is correct for all roots µ of Equation (94). Using this inequality, we can
rewrite this equation in the equivalent form

µ =
2 exp(−µ)− 6

1 + 0.5723 exp(−µ)
, (96)

which yields

Reµ = Re
(

2 exp(−µ)− 6
1 + 0.5723 exp(−µ)

)
.

This equation can be rewritten in the form

Reµ =
Fnum(µ)

Fden(µ)
, (97)

where

Fnum(µ) = −6− 1.4338 exp
(
− Reµ

)
cos(Imµ) + 1.1446 exp

(
− 2Reµ

)
, (98)

Fden(µ) =
[
1 + 0.5723 exp

(
− Reµ

)
cos

(
Imµ)

]2
+ (0.5723)2 exp

(
− 2Reµ

)
sin2 (Imµ). (99)

Let us assume that Equation (96) (and, therefore, Equation (94)) has a root µ̄ with a
non-negative real part, i.e., Reµ̄ ≥ 0. Using this inequality and Equation (98), we directly



Axioms 2021, 10, 325 20 of 22

have Fnum(µ̄) ≤ −3.4216 < 0. The latter, along with Equation (97) and the inequality
Fden(µ̄) > 0, contradicts the above assumed inequality Reµ̄ ≥ 0. This contradiction proves
that the real parts of all roots of Equation (96) (and, therefore, of the Equation (94)) are
negative. Now, let us assume that there exists a sequence of these roots

{
µ̄k
}+∞

k=1 such that
limk→+∞ Reµ̄k = 0. Due to Equation (97), we have

Reµ̄k =
Fnum(µ̄k)

Fden(µ̄k)
, k = 1, 2, . . . (100)

Since Reµ̄k tends to zero for k→ +∞, then for all sufficiently large k,∣∣Fnum(µ̄k)
∣∣ ≥ 6− 1.4338 exp

(
− Reµ̄k

)
− 1.1446 exp

(
− 2Reµ̄k

)
> 0, (101)

0 < Fden(µ̄k) ≤ 1 + 1.1446 exp
(
− Reµ̄k

)
+ (0.5723)2 exp

(
− 2Reµ̄k

)
. (102)

Equation (100), along with the inequalities (101) and (102), yields for all sufficiently
large k

∣∣Reµ̄k
∣∣ ≥ 6− 1.4338 exp

(
− Reµ̄k

)
− 1.1446 exp

(
− 2Reµ̄k

)
1 + 1.1446 exp

(
− Reµ̄k

)
+ (0.5723)2 exp

(
− 2Reµ̄k

) .

Calculating the limit of this inequality for k → +∞, we obtain the contradiction
0 ≥ 1.384. This contradiction proves that a sequence of roots

{
µ̄k
}+∞

k=1 of Equation (96) does
not exist (and, therefore, of the Equation (94)) such that limk→+∞ Reµ̄k = 0. This feature
of the roots, along with the negativeness of real parts for all roots of Equation (94) shown
above, immediately proves the inequality (93). Thus, we have shown the fulfillment of all
the conditions of Corollary 3 for the original system of this example (1), (2) and (83), which
means that this system is exponentially stable robustly with respect to the parameter ε > 0
for all its sufficiently small values.

7. Conclusions

The singularly perturbed linear autonomous neutral type differential system, having
point-wise and distributed delays, was considered in this paper. The case where the delays
are proportional to the parameter of singular perturbation ε > 0 has been investigated. This
system significantly differs from the singularly perturbed systems studied in the literature.
To the best of our knowledge, such a type of singularly perturbed systems has not been
considered yet in the literature. It has required a considerably novel method of analysis,
which has been elaborated in this paper. The asymptotic behavior of the spectrum (the set
of all roots of the characteristic equation) of the considered system was studied. This study
is based on the asymptotic decomposition of the original singularly perturbed system into
two much simpler ε-free subsystems—the slow and fast ones. The slow subsystem is a lower
Euclidean dimension (than the original system) un-delayed differential equation. The fast
subsystem consists of two modes, which are not connected with each other. Moreover, both
modes are of lower Euclidean dimensions than the original system. One of these modes is a
neutral-type functional-differential equation, while the other mode is a difference equation
with a continuous independent variable. Such a decomposition of the original singularly
perturbed system, where the fast subsystem consists of two modes, is a considerably
novel result in the field of singularly perturbed problems. The characteristic equations of
the slow and fast subsystems, called the slow and fast characteristic equations, are also
independent of ε. Moreover, these equations are considerably simpler than the characteristic
equation for the original singularly perturbed system. The asymptotic decomposition
of the original characteristic equation has been carried out, and the connection of this
decomposition with the slow and fast characteristic equations has been established. Like
the fast subsystem, the fast characteristic equation consists of two modes. This result



Axioms 2021, 10, 325 21 of 22

also is significantly new. Based on the presumed structure of the spectrums of the slow
and fast subsystems, the structure of the spectrum of the original singularly perturbed
system has been derived. Although the assumptions on the structure of the spectrums
of the slow and fast subsystems are ε-free, the obtained structure of the spectrum of the
original singularly perturbed system is valid for all sufficiently small values of ε. Thus,
the spectrum analysis of the rather complicated ε-dependent characteristic equation of the
original singularly perturbed system has been reduced to the analysis of much simpler
ε-free characteristic equations of the slow and fast subsystems. This result on the structure
of the spectrum of the original singularly perturbed system has been applied to the study
of its exponential stability. Namely, it has established the following. If the slow and fast
subsystems are exponentially stable, and one more ε-free auxiliary difference equation
with a continuous independent variable is exponentially stable, then the original singularly
perturbed system is exponentially stable for all sufficiently small values of the parameter
of singular perturbation ε > 0. This result reduces the stability analysis of the complicated
ε-dependent system to the analysis of several much simpler ε-free systems.

The future issues of this topic, which are interesting issues for future investigations, are
the following: (a) the asymptotic analysis of the spectrum structure and the stability for the
singularly perturbed linear autonomous neutral type differential system with small delays
in the case where the spectrum of the functional-differential mode of the fast subsystem
has pure imaginary elements, meaning that this mode is not exponentially stable; (b) the
asymptotic analysis of the spectrum structure and the stability for the singularly perturbed
linear autonomous neutral type differential system with the non-small (of order of 1)
delays in the slow state variable x(·) and the small delays in the fast state variable y(·);
(c) asymptotic solution of the initial-value and boundary-value problems for a singularly
perturbed linear/nonlinear autonomous/nonautonomous neutral type differential system
with small/non-small delays
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