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Abstract: In order to detect different biological features and dynamic tiny targets with subtle features
more accurately and efficiently and analyze the subtle differences of biological features, this paper
proposes classifying and identifying the local contour edge images of biological features and different
types of targets and reveals high similarities in their subtle features. Taking pigeons as objects, there
is little difference in appearance between female pigeons and male pigeons. Traditional methods
need to manually observe the morphology near the anus of pigeons to identify their sex or carry
out chromosome examination or even molecular biological examination to achieve accurate sex
identification. In this paper, a compound marker region for extracting gender features is proposed.
This area has a strong correlation with the gender difference of pigeons, and its area’s proportion is
low, which can reduce calculation costs. A dual-weight image fusion feature enhancement algorithm
based on edge detection is proposed. After the color information and contour information of the
image are extracted, a new feature enhancement image is fused according to a pair of weights, and
the difference between tiny features increased so as to realize the detection and identification of
pigeon sex by visual methods. The results show that the detection accuracy is 98%, and the F1 value
is 0.98. Compared with the original data set without any enhancement, the accuracy increased by
32% and the F1 score increased by 0.35. Experiments show that this method can achieve accurate
visual sex classifications of pigeons and provide intelligent decision data for pigeon breeding.

Keywords: deep learning; monomorphic birds; edge detection; feature enhancement; image fusion

1. Introduction

The feature detection and image processing algorithm of biological targets have not
only always been focused on by image algorithms but they also are difficult problems for
visual detection [1], especially with respect to plant image recognition [2] and animal feature
classification. Take pigeons as an example. When people breed pigeons, they will identify
and classify the sex of a batch of pigeons according to their paired living habits. Because the
appearance characteristics of pigeons are highly similar, the difference is minimal, which
leads to poor accuracies during manual classification, which then becomes time consuming
and laborious. In order to realize a more accurate and efficient detection of targets with
different biological features and small differences in appearance and to analyze subtle
differences in biological features, this paper proposes classifying and identifying different
types of targets in the local contour edge images of dynamic small targets, revealing subtle
differences in their high similarity, and classifying and identifying females and males,
which can provide intelligent decision data for pigeon breeding.

Among the existing birds, about 50% of them are monomorphic [3]. They do not
have obvious external genitalia, and they cannot distinguish the individual sex of the same
species from appearance. The pigeon is one of them, so it is difficult to accurately identify
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the individual sex via simple morphological examination. For the sex identification of
monomorphic birds, it is common to dissect and observe their internal reproductive organs
or to use chromosome and DNA molecular identification methods to observe cultured
somatic cells with a microscope to see if there is a specific W chromosome to identify the sex.
However, the number of birds’ chromosomes is large, and the distribution is chaotic, so it
is easy to make classification errors by manually dividing their morphology [4]. Molecular
identification methods have been applied to the sex classification of birds. Clinton, M and
others have designed a chicken embryo sex identification scheme based on PCR, which
uses tissue sample cells to complete the sex identification of chicken embryos and can
identify the sex of chicken embryos at the early stage of development [5]. Romanov et al.
carried out the sex detection of 84 bird species using molecular measurements [6].

Although the molecular-level detection method is currently an accurate nondestructive
sex detection method, compared with morphological detection methods, its detection cycle
is long and its cost is high. In large-scale poultry-breeding industries, morphological
and behavioral detection still has certain potential and advantages: Quinn et al. can
predict the sex of chicks by observing the characteristics of fluff color, stripe type, beak
color, etc., and the accuracy rate can reach as high as 84.9% for specific species [7]. It
is not only the appearance characteristics can be used as a certain criterion but also the
information of sex differences in birds’ calls. Volodin et al. used acoustic methods to
analyze the characteristics of the frequency spectrum of birds’ calls. Among the 69 tested
species of birds, 25 species of adult birds achieved up to 100% sex detection accuracy [8].
In recent years, it has been proved that many monomorphic birds are only monomorphic to
human vision, and the invisible spectrum properties of their feathers are not the same. Su
Zhang detected and analyzed all feathers of six monomorphic passerines by spectroscopy,
and based on the reflection spectrum results, Su Zhang constructed the index and function
of sex discrimination and realized the optical sex detection of birds [3].

Currently, the morphological or behavioral analysis of birds mainly depends on
artificially summarizing and comparing a certain index or several indexes of species [7,9,10].
Currently, there is no research on deep learning combined with visual information to detect
the sex of birds. However, face recognition and detection methods have become focuses
of research studies. From the morphological point of view, the morphological indexes of
different faces are quite similar, and the difference is very small. Based on the geometric
features of faces, Turk et al. studied the location and tracking of the target head, which
can realize real-time unsupervised specific face recognition. This method relies on the
gray correlation between the images of the training set and the test set and requires that
the test image be similar to the face image used for training, so it has limitations [11].
Penev et al. put forward a new mathematical structure-local feature analysis based on
principal component analysis. Compared with principal component analysis, local feature
analysis is more suitable for biological targets, but the recognition accuracy of this model
cannot meet the requirements [12].

Deep learning and its neural network are applied in biometric identification. Com-
pared with traditional methods, deep learning combined with principal component analysis
and other methods can achieve accurate target recognition. Aggarwal et al. used neural
network methods to recognize faces, improved image quality by using image enhancement
methods such as bilateral filtering and histogram equalization, and then used principal
component analysis and linear discrimination to recognize identities [13]. To overcome
problems of slow speed and the easy overfitting of RCNN, Xia et al. studied sparse PCA-
CNN algorithms based on multi-RPN fusion and achieved good results [14]. The detection
effect based on deep learning is mainly related to training set, training set quality, and
detection effect. There are some problems in the collected image data, such as noise, blur,
etc. [15], including that the features detected may be too small and the differences between
the objects to be classified are too small, which will affect the image training quality, make
it difficult to converge, reduce the detection accuracy, etc. [16]; so, it is necessary to en-
hance the image’s data. Peters et al. proposed a morphological image cleaning algorithm,
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which realized the detection of subtle features of targets [17]. Laine et al. proposed a
multi-scale feature enhancement method, which realized the undistorted enhancement of
almost-invisible features in mammograms [18]. Using image enhancement, Agarwal et al.
combined multi-source image fusion to locate tiny lesions [19]. Shao et al., based on depth
convolution neural networks, extracted salient features of the target [20], and scholars
fused RGB and depth images to develop algorithms for fruit locations [21] and attitude
estimation [22].

Using geometric feature analyses to detect the sex of monomorphic birds by visual
methods in visible light bands is difficult because both sexes have highly similar morpho-
logical characteristics. At the same time, due to the lack of large-capacity and high-quality
training sets, the effect of deep learning is not ideal.

In view of the above problems, this paper studies the fast visual sex detection method
of pigeon features based on the YOLO v5 model and explores the image recognition
algorithm of subtle feature differences in the high similarity of biological targets. In the
stage of the data set building, a sex feature extraction area for fast visual detection is
proposed, and the edge detection algorithm is fused. The color distribution information
and the edge contour information are extracted, and the enhanced image is fused according
to a certain weight as the training set. The main contributions of this paper are as follows:

1. According to the analysis of the tiny differences of biological characteristics, the detec-
tion area of pigeon’s sex characteristics is proposed, which has a strong correlation
with pigeon’s sex, and the image of this area is easy to obtain in the breeding process;

2. A feature enhancement method based on edge detection is proposed. The color
distribution information and edge contour information of the image are extracted by
stripping brightness information and edge detection, and then they are fused into a
new enhanced image as required.

2. Materials and Data
2.1. Experimental Equipment

The experimental platform is based on Windows, and the main hardware configuration
is: the processor is intel(R) Core(TM) i7-10700F, the memory is 16GB DDR4 RAM, and the
graphics card is NVIDIA RTX 2060 Super 8GB GDDR5. The software is written based on
OpenCV library and YOLO v5 framework.

2.2. Image and Data Acquisition

The image was collected on 9 April 2021 at the Yongyu Zhengguo Pigeon Farm,
Guangzhou, Guangdong Province. Two mirrorless interchangeable lens cameras were
used as the image acquisition equipment, Sony ILCE-7M3, Fujifilm, Japan. and Fuji XT30,
Fujifilm, Japan, and both were equipped with equivalent 85MM lenses under the full frame
and shot under the same exposure parameters and the same light environment. In order to
eliminate data leakage caused by factors such as the preset color tendency of the camera,
1447 pictures of pigeons of different sexes in different lighting environments were taken
with these two cameras. After screening, 1200 photos were retained, including 600 male
pigeons and 600 female pigeons, and the photos were converted into JPG images with a
resolution of 3000*2000. After manual labeling with Labellmg software, the total sample set
is automatically and randomly divided into three subsets by writing scripts: 960 training
sets, accounting for 80% of the total sample set; 60 verification sets, accounting for 5% of
the total sample set; and 180 test sets, accounting for 15% of the total sample set.

3. Build Enhanced Image Data Set
3.1. Image Preprocessing

The light environment of the pigeon farm is complicated, the ambient light is dark,
and the shutter speed and aperture value set by the camera are high, which leads to a lot
of noise in the image. These noises will not only affect the image quality but also greatly
increase the image’s file size for pictures with the JPG compression format, which will result
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in the inability to train with a large Bach-size and affect the effect of subsequent model
training and detection. Therefore, the average sampling method is adopted to downsample
the training set, as shown in Figure 1.

(a) (b) (c)

Figure 1. Average-down sampling. (a) Ideal image. (b) Images with noise. (c) Image downsampled
by the averaging method.

Several 2× 2 windows are used to downsample the original image, which significantly
suppresses the obvious brightness noise in the image and does not destroy the color
distribution information in the image. After downsampling, the resolution of the image is
reduced to 1500*1000, and the file size is also significantly reduced.

3.2. Data Set Annotation Based on Eye-Beak Compound Area

As shown in Figure 2, the pigeon head mainly includes the eyes, the top of the head,
the front of the eyes, the beak, the chin, the cheek, and other parts. For non-monomorphic
birds, the heads of different sex often have obvious differences in appearance, while for
monomorphic birds, the heads of different sex have no or small differences. As shown in
Figure 3, male pigeons and female pigeons are highly similar in this area, but there are still
subtle differences in characteristics, such as the shape of the top of the head, the shape of
the eyes, the relative position of each part of this area, etc. Traditional pigeon breeding
industry also uses the manual visual inspection of this area to judge the sex, and it has
certain accuracies.

Figure 2. Names of several areas in the pigeon head.
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(a) Female (b) Male

Figure 3. Comparison of the heads of female pigeons and male pigeons.

In this paper, the eye-beak compound area is labeled, and the features are extracted in
this area. As shown in Figure 4, one side of the annotation box is tangent to the edge of
the beak, and the other side is tangent to the eye, thus limiting the detection network to
only extract features from the inside of this area. As a control, the entire head of the pigeon
is labeled.

(a) (b)

Figure 4. Labeled area for feature extraction. (a) The eye-beak compound area is labled. (b) The
entire head is labeled.

3.3. Generate Enhanced Image Data Set
3.3.1. Extract Color Information

Color distributions in color images contain a lot of information, which can be used for
object detection and semantic segmentation to realize environmental perception. Wu et al.
realized the detection and recognition of banana flowers by the hue threshold segmentation
method [2] and eliminated the interference of ambient light changes on the detection results.
Benallal et al. achieved real-time road sign segmentation on a simple hardware platform
via color segmentation [23]. For computer-stored color images, the color of each pixel is
usually recorded, represented, and transmitted by RGB methods; that is, the color of each
parent pixel is given by the values of R, G, and B channels. However, the disadvantage
of this representation method is that the brightness and saturation of a single pixel are
controlled by values of the R, G, and B channels together, which is not in line with human
visual intuition and also makes the effect of visual detection largely dependent on the
brightness of the environment.

In order to eliminate the influence of the complex light environment, we convert the
color of the image into the HSV color space:

h =



0◦

60◦ × G−B
max−min + 0◦, max = R and G > B

60◦ × G−B
max−min + 360◦, max = R and G < B

60◦ × B−R
max−min + 120◦, max = G

60◦ × R−G
max−min + 240◦, max = B

(1)
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s =

{
0, max = 0
max−min

max 1− min
max , max 6= 0

(2)

v = max (3)

where

h—hue value;
s—saturation value;
v—brightness value;
R—red channel value;
G—green channel value;
B—blue channel value;
max—The maximum value of R, G, and B;
min—The minimum value R, G, and B.

In HSV color space, the color of a single pixel is determined by hue value h, saturation
value s, and lightness value v. The change in light environments only affects the change in
lightness value V but hardly affects hue value H and saturation value S. Therefore, the color
distribution information in the original picture can be extracted by changing the V channel
of all pixels to a certain value. The process of extracting color distribution information is
shown in Figure 5.

(a) (b) (c) (d)

Figure 5. Extract color distribution information. (a) Original image. (b) Hue channel. (c) Saturation
channel. (d) Color distribution information.

3.3.2. Edge Information Extraction

Edge detection is an important feature extraction method. The possible edges can be
obtained by finding and connecting points with sharp intensity changes in all directions,
and the edges with weak confidence can be filtered out by the threshold [24]. Wu et al. used
edge detection algorithms to obtain the edge contour of banana flower and its inflorescence
axis and realized the detection of its growth direction [2]. Zhan et al. improved the
judgment and recognition of moving objects in the picture based on the difference between
consecutive frames and the edge detection method [25]. For the color image to be detected,
it is necessary to first convert the image into a single-channel grayscale image, and the
conversion formula is shown in Formula (4).

Gray = R× 0.299 + G× 0.587 + B× 0.114 (4)

Gray—The brightness value of gray image
R—The brightness value of red channel in color image
G—The brightness value of green channel in color image
B—The brightness value of blue channel in color image

There is no uniform texture orientation with respect to the pigeon’s head feathers.
In this paper, the Canny algorithm is selected as the edge search algorithm, which keeps
the contour information in all directions. At the same time, in order to keep as much
edge information as possible for detection and recognition, the image will not be blurred
before edge detection. As shown in Figure 6, compared with the image with Gaussian
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blur, the image without blur can detect more contours and keep the complete contour
information of pigeon’s head.

(a) (b) (c) (d)

Figure 6. Extract outline information. (a) Original image. (b) Gray image. (c) Contour information
obtained with Gaussian blur. (d) Contour information obtained without Gaussian blur.

3.3.3. Generate Enhanced Image

Color information and contour information are fused in HSV space to generate en-
hanced images. For any point P in the image, the values of its three channels (HFusion,
SFusion, VFusion) can be calculated by the following formula.

HFusion = HColor (5)

SFusion =

{
0, VEdge = 0
α× SColor, VEdge = 255

(6)

VFusion =

{
VColor, VEdge = 255
(1− β)× 255, VEdge = 0

(7)

α—The weight of color information in the enhanced image, α ∈ (0, 1)
β—The weight of edge information in the enhanced image, β ∈ (0, 1)
HColor—Hue channel of color information
SColor—Saturation channel of color information
VColor—Brightness channel of color information
VEdge—Brightness channel of edge information

This weight determines the ratio of color distribution information and edge informa-
tion, and it can change according to different biological species and detection requirements,
as shown in Figure 7: For those with large color distribution differences and similar con-
tours, a smaller weight can be selected; on the contrary, those with large contour differences
and similar color distributions can choose larger weights. When two weights are equal, we
consider that color information and contour information have the same contribution value
to the difference.

(a) Original image (b) α = β = 1 (c) α = 1, β = 0.5 (d) α = 0.5, β = 1

Figure 7. Enhanced images generated with different weights.
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4. Test and Result Analysis
4.1. Model Training

YOLO (You Only Look Once) [26]: The target detection framework was first proposed
in 2016. Compared with Fast R-CNN [27], YOLO’s advantages include high speed and
being light weight. Via iterative upgrades, its recognition accuracy rate correspondingly
improves [28–30], but there are still some problems such as the confusion of subtle fea-
tures [28]. YOLO v5 [31] improves the detection of small targets and subtle differences,
and its architecture diagram is shown in Figure 8, which is mainly composed of three
parts: Backone, Neck, and Output. Compared with YOLO v4, YOLO v5 resamples more
efficiently by introducing the Focus mechanism into the Backbone part, which reduces the
computational cost while retaining more original information. It is more suitable for the
sex identification of male and female pigeons with high similarity and can realize the deep
feature extraction of objects with slight differences.

Figure 8. The network structure of YOLO v5.

YOLO v5 has four network structure models: YOLO V5s, YOLO V5m, YOLO V5l,
and YOLO V5x. Among them, YOLO V5’s network structure is the one with the smallest
depth and the smallest width of the characteristic graph among the four network structures.
YOLO V5m, YOLO V5l, and YOLO V5x all deepen the network’s structure and complexity
on the basis of YOLO V5s. Using a more complex structure will improve the ability of
feature extraction, but it will also require higher computational power and reduce real-time
detection performances.

In this paper, the YOLO v5 framework is used to train the enhanced image, and the
smallest Yolo V5 model is selected as the detection network. The test set and the verification
set are copied into four groups, and each group is treated as follows: The first group does
not have any enhancements, the second group is only enhanced with features (weight α = 1
and weight β = 1), the third group only uses the improved labeling method, and the fourth
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group is enhanced with the improved labeling method and features (weight α = 1 and
weight β = 1). After training, the test sets are used for testing and data analysis. The overall
test flow chart is shown in Figure 9.

Figure 9. Overall flow chart.

4.2. Results and Analysis

After training with the YOLO v5 network, four weight files are obtained, which
correspond to four different images and enhancement methods, respectively, and the
partial detection results of four groups of different models are given, as shown in Table 2.
The detection accuracy, recognition rate, and recall rate of four groups of different models
are tested, and their detection effects are compared, as shown in Table 1.

When dividing the data set, 180 pictures were randomly and automatically divided
into test sets by scripts, including 90 males and 90 females. We use the same image
enhancement method as the corresponding training set, and then we send it to the YOLO
v5 network for detection and summarize the statistical detection results, as shown in
Table 1:

Table 1. Summary of test results of different models.

Group Number Label the Compound Area? Is the Image Enhanced? Total Number of Detected Targets Tp Tn Fp Fn

1 false false 204 59 76 36 33
2 false true 199 72 74 21 32
3 true false 180 84 86 6 4
4 true true 180 88 89 2 1

In order to evaluate the detection accuracy and generalization performance of the
models trained with different data sets, the accuracy, precision, recall, and F1-Score are used
as the evaluation indexes of the models for this binary classification problem, and their
calculation formulas are as follows.

Acc =
Tp + Tn

Tp + Tn + Fp + Fn
(8)

Pre =
Tp

Tp + Fp
(9)

R =
Tp

Tp + Fn
(10)
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F1Score =
2× Pre× R

Pre + R
(11)

Tp—Number of samples to predict males as males
Tn—Number of samples to predict females as females
Fp—Number of samples to predict females as males
Fn—Number of samples to predict males as females
Acc—Accuracy of the model
Pre—Precision of the model
R—Recall rate of the model
F1 Score—F1 score of the model

Table 2. Partial test results display of different models.

Original Image
Detection Result

Group 1 Group 2 Group 3 Group 4

We use data from Table 1 in Formulas (8)–(11) to calculate the accuracy rate, precision
rate, recall rate, and F1 score, and we show the obtained statistics in Table 3 below.

Table 3. Detection performance of different models.

Group Number Label the Compound Area? Is the Image Enhanced? Accuracy Precision Recall Rate F1 Score

1 False False 0.66 0.62 0.64 0.63
2 False True 0.73 0.77 0.69 0.73
3 True False 0.94 0.93 0.95 0.94
4 True True 0.98 0.98 0.99 0.98

A total of 720 images of detection results were analyzed in four groups. In the
first group, the number of detected targets was more than 180 without any treatment,
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and a single target in some images was predicted to be male and female at the same time.
Compared with control group 1, group 2 achieved a 0.1 increase in F1 score only via image
enhancement, but there was still the phenomenon that a single target was predicted to
be male and female at the same time. In the third group, only the improved labeling
method was used to label the compound area, and there was no phenomenon that a
single target was predicted to be male and female at the same time. All 180 targets were
detected, and compared with control group 1, the F1 score increased by 0.31. In the fourth
group, the compound area was marked, and after image enhancement, no single target
was predicted to be male and female at the same time, and all 180 targets were detected,
achieving an F1 score increase of 0.35 compared with the control group 1.

The experimental results show that, compared with the data of four groups of detection
results, for monomorphic birds, labeling the proposed compound area can greatly improve
the detection effect, and image enhancements alone can improve the feature difference
between male pigeons and female pigeons, but the improvement effect is substantially
lesser than that of labeling the proposed compound area. Combining the two improved
methods can achieve the best detection effect.

5. Conclusions

In this paper, the algorithms of small target images with different biological features
and subtle differences of features are studied. By enhancing the subtle differences of their
high similarity, an algorithm of partial image classification and the recognition of biological
features based on edge extraction is proposed. An improved compound feature labeling
area and deep learning algorithm are adopted, and a double-weight image fusion feature
enhancement algorithm based on edge detection is proposed. After the color information
and contour information of the image are extracted separately, a new feature-enhanced
image is fused according to a pair of weights, which can increase the difference between
small features. Taking pigeons as the research object, this paper studies the visual sex
classification of monomorphic birds, proposes a compound detection area for extracting
hidden features, and a feature enhancement algorithm based on edge detection and double-
weight image fusion. Combined with the YOLO v5 network, the visual sex detection of
pigeons is realized. In this paper, four methods are used to process data sets, and four
groups of comparative experiments are carried out. Among them, the fourth group uses the
data set processed by the method proposed in this paper, and its detection accuracy reaches
98%, and its F1 score reaches 0.98. Compared with the first group using the initial data set
without any enhancement, it achieves a 32% increase in accuracy and a 0.35 increase in
F1 score.

In the future, this method will be further extended to the sex identification of other
monomorphic birds, and the invisible spectrum images other than visible light can be
collected. Via multi-spectral image fusion and feature enhancement, combined with deep
learning, sex detection and identification with higher accuracy can be realized.
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