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Abstract

:

Non-conventional processes are considerably important for the machining of hard-to-cut alloys in various demanding applications. Given that the surface quality and integrity, dimensional accuracy, and productivity are important considerations in industrial practice, the prediction of the outcome of the material removal process should be able to be conducted with sufficient accuracy, taking into consideration the computational cost and difficulty of implementation of the relevant models. In the case of AWJ, various types of approaches have been already proposed, both relying on analytical or empirical models and developed by solving partial differential equations. As the creation of a model for AWJ pocket milling is rather demanding, given the number of parameters involved, in the present work, it is intended to compare the use of three different types of efficient modeling approaches for the prediction of the dimensions of pockets milled by AWJ technology. The models are developed and evaluated based on experimental results of AWJ pocket milling of a titanium workpiece by an eco-friendly walnut shell abrasive. The results indicate that a semi-empirical approach performs better than a two-step hybrid analytical/semi-empirical method regarding the selected cases, but both methods show promising results regarding the realistic representation of the pocket shape, which can be further improved by a probabilistic approach.
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1. Introduction


Manufacturing processes constitute a fundamental sector of the global economy nowadays due to the immense impact of various mechanical parts in machines, vehicles, and devices useful in everyday life. Despite the fact that in industrial practice, established methods are used in order to ensure high productivity and minimization of defects, the introduction of new materials or new designs necessitates the improvement of manufacturing methods in order to effectively incorporate advanced materials and novel designs. In order to achieve higher flexibility, apart from the conventional manufacturing processes, it is possible to employ non-conventional processes, e.g., based on a high energy beam in order to machine challenging materials with an affordable cost. Besides considerations such as surface quality, it is also important to maintain sufficient levels of productivity and appropriate dimensional accuracy of the produced features.



One of the most promising non-conventional machining processes is the abrasive waterjet (AWJ) process, which can achieve high productivity, avoid the costs of complex machining setup and need for coolants, and machine almost every type of material, such as metals, ceramics, polymers, and composites on the same machine tool [1]. Moreover, given that during AWJ machining the increase in temperature is almost negligible, thermal distortion and stresses are also eliminated, whereas the abrasive materials used are nontoxic and no harmful substances are produced during cutting [1]. In the last few decades, a considerable amount of work has been conducted on AWJ machining in order to optimize this process and determine the correlations of multiple factors with its outcome [1,2]. This research has aimed to optimize the AWJ machining process by identifying the most effective parameters and minimizing any negative impacts on the final product and allowing researchers and professionals to make appropriate decisions. Some of the factors that have been studied include water pressure, abrasive flow rate, standoff distance, nozzle type and orientation, workpiece material, and traverse speed [1].



Despite the benefits of an experimental analysis of AWJ, deeper insights into fundamental aspects such as material removal mechanisms and surface generation are not possible to be gained without the development of appropriate models. For four decades, several authors have proposed different types of models for the prediction of the kerf dimensions, especially in the case of slot milling by AWJ. These models are based on analytical or semi-empirical formulas [3,4,5], geometrical [6,7] or kinematics models, regression models, neural networks, energy-based approaches, and models based on etching rate calculation [8], apart from FE or hybrid approaches [9,10,11]. The main differences between the various types of developed models lie in their general predictive ability, their dependence on experimental data in order to derive constant parameters, their computational cost, their flexibility to predict variations from ideal outcome, and their applicability in demanding cases [12].



As in the present work the aim is to evaluate the applicability of different models, not based on the solution of partial differential equations, for the prediction of pocket geometry during AWJ machining, it is considered necessary to discuss works on modeling of pocket milling. These models are more advanced than the models intended for the prediction of slot depth and width given that additional parameters such as stepover and the milling strategy have to be also considered in pocket milling. Some of these approaches stem from models for slot milling as a sequence of overlapped passes in the lateral direction, but some others are considerably different. One significant category of methods is based on the estimation of the erosion rate and simulation of the jet path. Billigham et al. [13] created a mathematical model for AWJ pocket milling with considerable flexibility for complex jet paths and geometries based on the etching rate concept under different conditions. It was found that the simulated profiles of pocket geometry exhibited a high level of accuracy in comparison to the experimentally measured ones. Uhlmann and Mannel [14] developed a model based on the etching rate in which they took into consideration both the primary material removal by the jet and also the material removal by the deflection of the jet. In a later study [15], they used the model of primary and deflected jets along with a model for the workpiece, which is composed of solid elements, and applied it to the AWJ machining of different geometries. Rabani et al. [16] integrated a model based on the etching rate in a control system based on an iterative technique in order to create specific geometries by AWJ milling.



A similar approach for the modeling of pocket formation is the formulation of the material removal process as an inverse problem, given that in controlled-depth AWJ machining, the way to achieve a specific depth is not straightforward [17]. Bilbao-Guillerna, Axinte, and Billingham [18] formulated the linear inverse problem for energy beam processing in the case of AWJ and developed a linear model for the prediction of shallow etched surfaces. In another study, Bilbao-Guillerma et al. [19] proposed an improved model for pocket milling by AWJM and laser ablation based on an inverse formulation, which could be valid for modeling both shallow and deep pockets, as well as non-straight passes. The model, formulated as an optimization problem, employed an etching rate function and a parametric beam path and the results showed a high level of accuracy for the prediction of the morphology of the etched surface. Lari and Papini [20] also used a model based on the inverse formulation in order to achieve specific morphologies by AWJ micromachining. Their model was based on the concept of “erosive efficacy” and was applied both for slots and pockets in order to determine the optimum traverse feed rate in each case.



Another promising approach for the modeling of kerf morphology during AWJ machining of pockets is based on the concept of the superposition of elementary passes [21], something that was suggested earlier by various authors [22,23,24,25,26]. This model was based on previous research, which indicated that the kerf geometry can be approximated by a Gaussian shaped curve whose parameters can be experimentally determined [27,28]. The depth of the elementary pass is thought to be dependent on the jet pressure and feed rate, whereas the width is related to the standoff distance (SOD) and feed rate. Although this model seems simplified, as it does not directly account for the fundamental material removal mechanisms, it can achieve high accuracy and offer useful suggestions regarding the choice of stepover during pocket milling [21]. This model was later extended by including an additional term to take into account the jet impingement angle for three- and five-axis machining, which leads to differentiation of the kerf shape [29,30]. This model was also later successfully employed in challenging cases in order to determine the appropriate strategy for machining corners of the pockets [31] or to identify abrasion and erosion mechanisms [32]. Finally, Sourd et al. [33] compared the use of a Gaussian model of elementary passes and a power law model during both slot and pocket milling of composite materials by AWJ. It was shown that the former helped the procedure of identification of erosion regimes and an appropriate correction was applied in order to improve its limitations in some cases and achieve sufficient accuracy.



Other authors developed models on energy-based approaches, analytical models or soft computing methods. Melentiev and Fang [34] proposed a simple analytical method developed with an energy-based approach and an iterative method in order to create the desired surface micro-topography for a specific tribological behavior. Klocke et al. [35] implemented a model based on the Finnie and Bitter models of erosion, taking into account the basic mechanisms of material removal during AWJ milling and validated it on various geometries. Yuan et al. [36] developed an empirical model in respect to several process parameters in order to predict the average depth of circular pockets machined by AWJ milling. Deng et al. [37] used a neural network model in order to determine the optimum stepover and traverse speed values during pocket milling for the creation of an aspheric mirror. Kowsari et al. [38] proposed a computational fluid dynamics (CFD)-based approach to predict the geometry of slots and pockets in order to take into account the contribution of fluid flow during the abrasive slurry jet machining of ceramics.



Finally, some more advanced models based on the combination of different modules were also proposed recently with a view to analyze the formation of pockets in a more comprehensive way than the previously developed models. Kumar and Srinivasu [39] developed a detailed framework for the prediction of the kerf profile both in slot and pocket milling by integrating data from CFD simulations and incorporating various existing mechanisms during AWJ machining. Adsul and Srinivasu [40] also created a model dedicated to predicting the profile of AWJ machined pockets, taking into account the stochastic nature of AWJ and particle erosion in order to be able to predict the uneven features that occur during freeform surface milling by AWJ. Chen et al. [41] focused on modeling the effect of jet lag during the machining of freeform surfaces and developed an appropriate model based on dimensional analysis. Finally, Ozcan et al. [42] presented a comprehensive model for controlled-depth AWJ milling, including an energy-based approach and a dynamic model for the evolution of surface geometry after milling passes, which was subsequently validated by experimental measurements.



Given that a considerable amount of works have already been conducted on slot and pocket milling, it was considered necessary to conduct a comparative study between different types of models, namely, a modified semi-empirical model of elementary passes, a two-step hybrid approach including an analytical model combined with the model of elementary passes, and a probabilistic model that takes into account the possible variability of process parameters, for the case of pocket milling of a titanium alloy by an eco-friendly abrasive such as walnut shell. This comparative study will allow the identification of the strengths and weaknesses of each method and serve as a first step for demonstrating the capabilities of low-cost models for the realistic simulation of AWJ pocket milling.




2. Materials and Methods


2.1. Scope of the Present Work


In the present work, it is intended to develop different types of low-computational-cost, efficient models for the prediction of pocket dimensions during AWJ milling. These models will be created based on experimental data and then compared in order to determine the advantages and disadvantages of each approach. As the importance of using predictive models was clearly demonstrated in the literature review, this work aims to evaluate approaches that can provide a realistic representation of the outcome of pocket milling process based on simple rules and exhibit a low computational cost, so that these models can be later used in decision-making or optimization procedures.



As in the relevant literature it was shown that there are already several types of models developed pertinent to different categories with different levels of accuracy, complexity, and computational cost, the present work focuses on the category of models using the concept of elementary passes and superposition of kerfs, as well as more detailed analytical and probabilistic approaches, in order to create a more comprehensive and realistic model for AWJ pocket milling. The fact that these models are able to capture not only depth and width of pockets as values but also the entire geometry of pockets without the use of detailed and costly computational models based on FEM or meshless methods is a considerable advantage that should be further improved. In the following subsection, the details of each of the three different proposed models will be presented in brief.



The final objective of this work is eventually to create a model with a low computational cost, high accuracy, and practical applicability and use the least possible amount of empirical constants. The development of advanced models is crucial towards the implementation of more successful optimization frameworks and the improvement of the capabilities of AWJ technology.




2.2. Modelling Methods


2.2.1. First Model


As was aforementioned, the first model is based on the concept of elementary passes and kerf superposition, emphasizing the geometric representation of the pocket [21]. In this model, a Gaussian shaped curve is assumed to represent the incision profile of the kerf produced by a single straight pass of the jet, and then the elementary passes that are overlapped in the lateral direction are summed, creating the final shape of the cross-section of the pocket [21,33]. Although various authors consider different number of parameters for this model, in the present work, the term before the exponential (termed A) and another term in the exponential expression (termed B) are only considered for the sake of simplicity. The respective equations for this model relating the elevation of the profile z in respect to the horizontal dimension x for an elementary pass and for the total cross-section are presented afterwards [21]:


    z   e l e m e n t a r y   ( x ) = A   e     −     x   2     B        



(1)






    z   t o t a l   ( x ) =   ∑  i = 1   N    A   e     −       x − i × S O     2     B          



(2)




where N represents the number of passes in the lateral direction and SO represents the stepover. This approach can capture the fundamental concept of pocket formation related to the overlap of passes by a certain stepover and can take into account several parameters of the process, such as jet pressure, traverse feed rate, abrasive mass flow rate, and standoff distance, indirectly by adopting semi-empirical formulas for the A and B parameters related to the depth and width of pockets, respectively.



In the present study, the modeling of the pocket geometry using this model is performed by an inverse approach. This inverse approach is based on the measured depth and width values in order to determine the parameters A and B. More specifically, an optimization approach based on a genetic algorithm is followed for the determination of the two parameters of the model, namely, A and B, based on data from the pocket milling experiments in order to achieve the average depth and width values from the experiments.



In Figure 1, a relevant schematic depicting the steps towards the implementation of the first model is presented. Although this model may seem simplified, it is by no means a simplistic model as it can be used in the forward sense, e.g., when the geometric characteristics of a single pass are known, in order to predict the effect of the same process parameters when pockets are created as a superposition of adjacent grooves. However, in the case of pockets machined by the use of the ecological walnut shell abrasive or other soft abrasives, it can be more important to use this model in the inverse mode too, e.g., to predict the expected kerf profile of a single elementary pass based on the pocket cross-section, given that the contribution of each single groove may seem negligible or may be difficult to determine, except for specialized measuring or imaging equipment.



Another advantage of this model is that it can provide a fair qualitative view of the expected pocket geometry, as the predicted cross-section can be easily visualized and expanded in a 3D model. Furthermore, this model does not involve complex analytical expressions that may require additional information, e.g., material properties of the abrasives and the workpiece, as well other experimentally determined quantities, and it clearly has less dependence on empirical constants [21,29], something that is a considerable problem for some models that require a lot of experiments in order to determine these constants.



For that reason, it can be easily included in optimization frameworks and yet provide more detail than simply predicting the average depth and width as values, given an estimation of the wall inclination or potential geometrical deviations, e.g., corrugation of the pocket bottom surface due to an inappropriate choice of stepover [21]. However, as it was pointed out in the relevant literature, this model has also some shortcomings, such as the inability to predict overcut or undercut, which commonly occur during pocket milling by AWJ [21,29], and it cannot predict the effects of stochastic elements during the process.




2.2.2. Second Model


The second model is based partially on the first one but is expanded by an analytical expression for the prediction of the depth and width of the elementary passes. Thus, the predictive model incorporates additional elements from the physics and kinematics of the AWJ milling process and becomes more advanced than a simple semi-empirical geometric approach.



The analytical expression that is employed is the one proposed by Hashish [43], based on a thorough analysis of the kerf formation and subsequent validation in many different workpiece materials under various process conditions. Although this model was developed more than 30 years ago, it was employed several times during the next years [4,44,45,46,47,48], either as benchmark model or in a modified way, along with the much older erosion models, such as the ones of Finnie and Bitter, as it can be considered at least as a reference given its credibility and the ability to capture the variations of depth and width of the kerf based on several process parameters.



In its final form, the model mostly consists of the determination of special parameters, which are termed as “non-dimensional groups” in the original publication [43], and a multi-step methodology has to be implemented in order to estimate the total depth of penetration. At first, the particle velocity has to be determined based on the Bernoulli principle. Then, six parameters Ν1–Ν6 are determined as follows [43]:


    N   1   =     ρ   p   u   d   j   2         m   .     a      



(3)
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    N   5   = 3   R   f   3 / 5    



(7)






    N   6   =     v   e       v   0     =     N   3       N   2      



(8)




where ρp represents the abrasive particle density in kg/m3; u is the traverse feed rate in mm/min; dj is the jet diameter in mm; ma is the abrasive mass flow rate in g/s; v0 is the particle velocity in m/s; σ is the material flow stress of the workpiece material in Pa, estimated as E/14 where E is the Young modulus; ve is the threshold particle velocity in m/s; cf is the coefficient of wall drag, assumed as 0.003 [43]; and Rf is related to the roundness of the particle shape, which was estimated using images obtained from the abrasive particle and is assumed equal to 0.2. The next step consists of the determination of the angle at as follows [43]:


    a   t   =     a   1     N   1   2 / 5   +   N   3   /   N   5       N   2   /   N   5      



(9)




where a1 = (π/14)0.4. Then, the angle a0 is also determined from the following equation [43]:


    α   0   =       π   14 γ       Ν   5   1.5       Ν   2         1 / 3    



(10)




where γ is a constant calculated with respect to the particle diameter and density [43]. If at is larger than a0, such as the cases in the present study, then hd equals the total depth of penetration dt and is determined by dt = dj*Nd, where dj is the jet diameter equal to 1.0 mm, and Nd is calculated as follows [43]:


    N   d   =   ( 1 −   N   6     )   2       π / 2     C   1           N   1       N   2       +   N   4   ( 1 −   N   6   )    



(11)




where C1 is a constant.



Although this model has already been employed in the relevant literature, however, to the best of the authors’ knowledge, this model has not been yet incorporated in a model for pocket milling cross-section prediction, because most of the authors focus on slot milling. In the present work, it is extended to the case of pocket milling. More specifically, for the second model, the determination of model parameters is also conducted based on the experimental results and an inverse method by means of a genetic algorithm. Contrary to the approach followed for the first model, the determination of factor A is performed based on the single elementary pass kerf characteristics, and then the inverse approach is applied in order to determine the factor B based on experimental results. Factor A is determined based on the values of the threshold velocity ve. Given that under different process conditions the threshold velocity varies, it is determined as function of process parameters, namely, P, h, and ma. Special attention will be paid for the cases where 250 < P < 350, as the highly non-linear trend of pocket depth with P in this range renders the determination of any regression model infeasible. In these cases, a corrective term will be applied. In Figure 2, a relevant schematic for the implementation of the second model is presented.



This model is supposed to be more useful than the first model, given that it depends less on empirical terms, thus facilitating a further understanding of the physics of the process, as it incorporates the effect of material removal mechanisms and its extension to the prediction of pockets. It is anticipated that this model will prove rather helpful in the specific scientific field due to its low cost and ability to be integrated in various optimization frameworks. In fact, given that this model involves multiple parameters, it provides various important results apart from the pockets dimensions, such as the correlation of pocket dimensions with various process parameters, not by means of empirical correlations but analytical ones.




2.2.3. Third Model


The third model is an extension of the previous models in order to take into account the variability of process parameters during the AWJ milling process of pockets. As was aforementioned, one of the drawbacks of the model of summation of elementary passes is that the predicted geometry is generally flat, apart from cases when improper values of stepover are used, creating a corrugated bottom [21]. In reality, intense process conditions may also lead to high deviations on the form of produced pockets, and, in some cases, the high values of roughness and increased waviness of the pocket surface lead to a considerably more complex morphology of the pocket cross-section. Apart from anticipated variations, such as the distribution of abrasive particle diameters, these variations may occur due to variabilities in the operation of the high pressure pump and fluctuations in the water supply or leaks, problems with the abrasive supply system such as clogging, variations in the jet diameter due to nozzle wear or other malfunctions of the supply system, inertia effects due to rapid changes in acceleration of the cutting head, cutting vibrations, and heterogeneity of the workpiece material, among others. Thus, it would be considerably interesting to modify the models in order to be able to capture the effect of the anticipated variability of the process conditions and attempt to correlate them with the outcome of the pocket milling process. In the relevant literature, the use of stochastic models is rather rare [8,49] or focuses specifically on the variability of abrasive diameters and impact positions [50,51], neglecting the potential variability of other process parameters, and are also mainly related to slot milling.



Thus, the third model is based on the second one but it is differentiated in order to try to quantify at least some of the reasons that lead to the creation of irregularities in the geometry of pockets as a result of uncertain variations from the nominal process parameters. Thus, in this model, the depth of elementary passes A is varied by a specific percentage in order to observe the effect of the variability in the depth of the pocket cross-section. More specifically, the implementation of the third model is different from the other two models. In order to investigate the effect of variability, three different percentages are tested for the variation of factor A, namely, 10, 20, and 30%, so that the result is different from the ideal one but also realistic, as it is not possible for the process parameter to lead to a very large deviation of depth during the machining of the pocket. Then, for the cross-section, the elementary passes derived from the second model are summed using a modified version of Equation (2), as the depth of elementary passes will vary along the cross-section:


    z   t o t a l   ( x ) =   ∑  i = 1   N      A   i     e     −       x − i × S O     2     B          



(12)




where Ai represents the term related to the depth of each elementary pass, which can vary across the cross section, creating a more realistic shape. Finally, the average depth and its deviation is calculated based on the profile of the cross-section. In order to obtain a reliable estimation of these values, a Monte Carlo simulation approach is adopted by creating models with different values for 1500 times in order to conduct a more robust comparison between the cases with perturbation of nominal values of A by 10, 20, and 30%.





2.3. Experimental Details


In order to validate the models, as was aforementioned, the results from an experimental work conducted by the authors will be utilized. The experiments are relevant to the machining of pockets on a commercially pure titanium (grade 2) workpiece. A Taguchi L9 orthogonal array was used for the design of experiments for three factors, namely, jet pressure (denoted as P), standoff distance (denoted as h) and abrasive mass flow rate (denoted as ma) at three levels each, as can be seen in Table 1. During the experiments, the stepover was set at 0.6 mm, the traverse rate was set at 100 mm/min, the jet impingement angle at 90°, the cutting length at 30 mm and the nominal width of pockets was 9.6 mm, as shown in Figure 3. For the experiments, a model HWE-1520 H.G. RIDDER Automatisierungs GmbH machine (H.G. RIDDER H., Hamm, Germany) was employed and the abrasive material was an eco-friendly agricultural waste-based abrasive, namely, walnut shell. The composition of the abrasive is 55–70% cellulose, 19–22% lignin, and 22–27% hemicellulose, and, based on the manufacturer’s data (HERUBIN, Dobra, Poland), its density is estimated around 1.28 g/cm3 and its hardness is around 2.5–3 Mohs. The average depth of the pockets (denoted as d) was estimated by a Mitutoyo CMM Crysta Plus M443 (Mitutoyo, Kawasaki, Japan) Coordinate Measuring Machine (CMM), whereas the pocket width (denoted as w) was estimated from high-resolution images of the workpiece surface by means of ImageJ software (version 15.3t).





3. Results and Discussion


3.1. Results from the First Model


After the simulations were carried out based on the respective formulas describing the implementation of the first model, i.e., the creation of the pocket cross-section by the elementary passes, the values of the A and B factors in every case were determined. More specifically, these values were determined by the inverse approach based on the minimization of error between the experimental and predicted values for the average depth and width of pockets. More specifically, in each case, it was checked whether the produced curve has similar average depth and width to the real pocket cross-section. The range of the values of factor A was selected as [0, d], where d is the average pocket depth. Based on the concept of elementary passes, the pocket cross-section average depth is generated as a superposition of elementary passes. Normally, the depth of the elementary pass should be lower than the depth of the pockets. Moreover, B was varied in the range [0, 1] based on preliminary tests. Thus, after the optimization procedure in each case, the optimum values of A and B are used. By using the optimum A and B values for the elementary passes model in each case, the results presented in Figure 4 were obtained. Moreover, in Figure 5, the percentage deviations between experimental and predicted values are also depicted.



As can be seen from Figure 4, the inverse approach was successful in predicting accurate values for the average pocket depth, with negligible differences in most cases. Moreover, the width values seem to be slightly overestimated in each case. However, with respect to the percentage deviation values depicted in Figure 5, it can be seen that the deviations of the predicted results are rather negligible in the case of the average depth, whereas they are much lower than the usual acceptable limit for predictions (10%), further proving the capabilities of this approach. The results regarding the error clearly indicate that it is feasible to model the pocket cross-section by this approach. It should be noted that although the relatively higher error of the width prediction can be considered as a minor disadvantage of this model, the fact that there was no available information about the depth and kerf width values of the elementary passes, and given that the model is not requiring any additional information about the kinematics or material removal mechanisms of this process, its accuracy is acceptable, e.g., in the case of optimization or even an intelligent control system.



In Figure 6, the pocket cross-section shape predicted by the first model is depicted in every case. Due to the variations of pocket depth, the graphs were arranged with respect to jet pressure values. It can be seen that this model predicts that the form of the produced pockets will not be considerably rugged (taking into consideration that the scale in Figure 6 is adjusted in order to be able to observe even the most shallow pockets), especially when lower jet pressure values are used, whereas it is expected that the pocket bottom will exhibit a certain degree of waviness when the highest jet pressure or standoff distance is used. This observation matches the actual observations from the experiment, where it was also qualitatively noticed that in cases with less intensity, there was no obvious form deviation such as a repeated pattern due to improper stepover values, apart from the anticipated roughness of the pocket and particle impact sites, which lie in a lower order of magnitude of length and cannot be captured by the model of the elementary passes. On the other hand, rugged pocket surface was obvious in cases with a higher pressure of standoff distance, e.g., cases 3, 5, and 7–9.



Finally, in order to demonstrate the capabilities of this method to produce realistic pocket shapes, in Figure 7 and Figure 8, indicative 3D views of the predicted pockets and parts of the real grooves obtained from multiple 3D images by focus variation microscopy are displayed. From these 3D figures, it can be seen that in cases where low or moderate jet pressure values are used, the morphology of the pockets is flat or almost flat, whereas in the case where a higher pressure value is employed, the bottom surface of the pocket is rugged, with larger scale deviations apart from the anticipated high surface roughness, something that was also predicted from the model.




3.2. Results from the Second Model


The next step in this study is to use the second model for the prediction of pocket dimensions and cross-section geometry. As was aforementioned and clearly depicted in the flowchart of Figure 2, the steps of the implementation of this model are different from the ones used in the first model, as was explained in the previous section, and the complexity of calculations required is higher, as multiple parameters of the abrasive waterjet milling are taken into account. At first, the threshold velocity, which is an indicator of the intensity of the abrasive waterjet required for the penetration of the workpiece material, is determined with respect to process conditions in order to obtain meaningful results regarding the factor A. Given that the results obtained under the highest jet pressure values deviate to an excessive degree from the other results and thus no model was able to capture the correlation between them and threshold velocity for the entire range of pressure values, a correction term was adopted in order to improve the accuracy of the model for 250 MPa < P < 350 MPa. Then, given that the estimation of the elementary pass depth A was successfully obtained, the inverse approach was adopted in order to determine the factor B. The errors of the prediction results occurring under the optimal A and B values are displayed in Figure 9.



As in the case of the first model, it can be seen that this model also manages to successfully predict the average depth of the produced pockets with the prediction error varying from almost 0 to 12%, which is slightly over the recommended accuracy limits. However, as can be seen in Figure 9, this model leads to relatively higher deviations regarding the pocket width prediction, with the error varying from 11 to 21%. Nevertheless, given that this model involves two different steps, e.g., predicting the dimension of the elementary pass using Equations (3)–(11) and then predicting the width factor by the inverse approach, it is anticipated that even in the case of a high degree of correlation, the accumulation of numerical errors from the different models will have a definite impact on the accuracy of the results. Moreover, given that the width is not easily correlated with process parameters, even in cases of single passes, it is not a very serious disadvantage of this approach. However, in a future work, the addition of correction terms will be investigated based on additional experimental data in order to obtain more generalized values for the model coefficients, as well as a direct comparison with data from elementary passes, which will improve the performance of the model.




3.3. Results from the Third Model


Given that the second model was proven sufficiently accurate in terms of the average pocket depth, this model was now employed in a forward sense, e.g., for the prediction of pocket dimensions based on the values of A and B factors determined in the previous subsection. As was aforementioned, this model will involve a probabilistic approach for the values of factor A in order to observe whether the variations of the elementary passes during the creation of the pockets due to various aforementioned reasons can significantly impact the cross-section shape and the variation of its depth. Three different scenarios were considered, e.g., ±10%, 20%, and 30%, and the results regarding the average and standard deviation values are discussed.



In Figure 10, the results of the probabilistic simulation under various A factor values is displayed for each of the nine experimental cases. As can be seen, the average depth value is clearly affected, as its values exhibit an increasing trend with respect to the percentage of perturbation of A, indicating that although both reduced and increased values of A were selected, the occurrence of higher depths in case of some malfunction has greater impact than the occurrence of lower depths. At the same time, the values of the standard deviation of the depth, depicted in Figure 11, increase with respect to the perturbation percentage, as it was anticipated varying from a few μm in cases with a low average depth up to more than 10 μm in cases with a higher average depth, such as the ones related to a high jet pressure. This finding can explain to some extent the variation of the real pocket surfaces from the nominal geometry, as it can be partially attributed to the usual deviation of process parameters during the process. In Figure 12, some indicative histograms of average depth are depicted, highlighting the aforementioned findings. Moreover, in Figure 13, an indicative graph of the cross-section profile, predicted using the probabilistic model, is depicted. As can be seen in this Figure, the pocket bottom is not rugged, such as in some cases from the simulations with the first model, but looks like a rough surface with height deviations around an average value.



The probabilistic model showed that it is possible to obtain a more realistic representation of the pocket shape by taking into account some of the parameters thatcontribute to the non-deterministic elements of the real pocket surface. These promising results can be further improved in the future by integrating additional elements, e.g., related to variability in particle characteristics, in order to obtain an even more realistic profile.





4. Conclusions


In this work, a numerical study regarding the comparison of three different methods for the prediction of pocket cross-section during AWJ milling was conducted. The models were based on the concept of the summation of elementary passes. More specifically, a semi-empirical, a two-step hybrid analytical/semi-empirical, and a probabilistic approach were employed in order to determine their strengths and weaknesses. After the findings were analyzed, several interesting conclusions were able to be drawn.



The simple model, mostly involving an inverse approach using an optimization algorithm for the determination of the two factors of the elementary passes method, showed highly accurate results regarding the prediction of average depth of pockets and acceptable results regarding the average width. More specifically, the error for the average depth was mostly below 2%, whereas the error for the average width was below 7%. Given its very low computational cost, it can be suggested for use in optimization frameworks regarding AWJ milling.



The second model based on a two-step hybrid approach including an analytical equation and the concept of elementary passes produced acceptable results regarding the average pocket depth, with the error being mostly lower than 10% or close to 10%, but the prediction of pocket width was less accurate, with the error varying between 10 and 20%. Thus, this model, which includes an additional step, requires a larger amount of data for its improvement, as well as more detailed results regarding elementary passes.



Finally, the probabilistic approach regarding the prediction of the average depth of pockets based on the second model demonstrated that a moderate effect is expected when the depth of the elementary pass varies up to 30% from the nominal value due to some problem of the machine tool during the process. Thus, a part of the observed non-uniformity of the pocket bottom surface can be attributed to various fluctuations of the process parameters. As this method can predict non-flat pocket surface profiles, it can be further enhanced in order to achieve a more realistic predictive model for AWJ milling.
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Figure 1. Schematic of the modified semi-empirical model of elementary passes. 






Figure 1. Schematic of the modified semi-empirical model of elementary passes.



[image: Machines 12 00168 g001]







[image: Machines 12 00168 g002] 





Figure 2. Schematic of the analytical model-based elementary passes approach. 
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Figure 3. Schematic of the pocket (top view) with the fundamental dimensions. 
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Figure 4. Comparison between predicted and experimental values for (a) the average depth and (b) average width of the pockets in the case of the first model. 
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Figure 5. Percentage deviations between predicted and experimental values for (a) the average depth and (b) average width of the pockets in the case of the first model. 
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Figure 6. Predicted pocket cross-section geometries by the first model in different cases: (a) P = 150 MPa, (b) P = 250 MPa, and (c) P = 350 MPa. 
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Figure 7. Three-dimensional images of the predicted pocket shape for (a) case 1, (b) case 2, and (c) case 3. The color scale depicts the depth of the pockets. 
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Figure 8. Three-dimensional images of the real pocket shape for (a) case 1, (b) case 2, and (c) case 3. 






Figure 8. Three-dimensional images of the real pocket shape for (a) case 1, (b) case 2, and (c) case 3.



[image: Machines 12 00168 g008a][image: Machines 12 00168 g008b]







[image: Machines 12 00168 g009] 





Figure 9. Deviations between predicted and experimental values for (a) the average depth and (b) average width of the produced pockets in the case of the second model. 
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Figure 10. Predicted average depth of the pockets for all experimental cases at three different perturbation percentages. 
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Figure 11. Standard deviation of the average depth of the pockets for all experimental cases at three different perturbation percentages. 
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Figure 12. Histograms of the average depth for case 3 for different perturbation percentages: (a) 10%, (b) 20%, and (c) 30%. 
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Figure 13. Indicative image of the pocket cross-section for case 3 for a perturbation percentage of 30%. 
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Table 1. Experimental parameters and results.
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	Case
	h (mm)
	ma (g/s)
	P (MPa)
	d (mm)
	w (mm)





	1
	3
	2
	150
	0.014
	10.78



	2
	3
	4
	250
	0.031
	10.97



	3
	3
	6
	350
	0.88
	11.17



	4
	7
	2
	250
	0.065
	11.32



	5
	7
	4
	350
	0.951
	11.25



	6
	7
	6
	150
	0.108
	10.79



	7
	11
	2
	350
	1.154
	11.29



	8
	11
	4
	150
	0.074
	10.93



	9
	11
	6
	250
	0.139
	11.02
















	
	
Disclaimer/Publisher’s Note: The statements, opinions and data contained in all publications are solely those of the individual author(s) and contributor(s) and not of MDPI and/or the editor(s). MDPI and/or the editor(s) disclaim responsibility for any injury to people or property resulting from any ideas, methods, instructions or products referred to in the content.











© 2024 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access article distributed under the terms and conditions of the Creative Commons Attribution (CC BY) license (https://creativecommons.org/licenses/by/4.0/).








Check ACS Ref Order





Check Foot Note Order





Check CrossRef













media/file4.png
: Optimization  depth
Input Single pass Elementary R

passes >
summation

parameters model

width

NO





media/file30.png
350

300

250

)
o
o

Frequency
o
=

100

50

0
-0.926 -0.924 -0.922 -0.92 -0.918 -0.916 -0.914 -0.912 -0.91 -0.908 -0.906
Average pocket depth (mm)

(a)

350
300

250

Frequency
3
2
=

—
on
o

100

50

0
-1.01 -1.005 -1 -0.995 -0.99 -0.985 -0.98 -0.975 -0.97 -0.965
Average pocket depth (mm)

(b)

400
350
300

250

Frequency
— M
an =
= =

-
=
=

50

0
-1.09 -1.08 -1.07 -1.06 -1.05 -1.04 -1.03 -1.02
Average pocket depth (mm)

(c)





media/file18.png
(b)

-0.005

-0.01

-0.015

-0.02

-0.025

-0.03

[mm]






media/file13.png
Pocket depth (mm)

-0.02 -

-0.04 |-

-0.06 -

-0.08 -

-—=Case 1

-—=Case 6
——Case 8|

-0.02

-0.04

-0.06

-0.08

Pocket depth (mm)

-0.12

-0.14
-5

X (mm)

(a)

——Case 2
——Case 4

~——Case 9

SN

X (mm)

(b)





media/file26.png
<
-

1 l | | |
2 1 8 6 4

- o o o
(wuw) syayo0d jo yidap abesany

0.2

Cases





media/file27.jpg
0014






media/file12.jpg
10 15

5
X (mm)

(c)

e 8 = e o T o
§ ¢ % 9 g
(ww) dsp 194004





media/file3.jpg
parameters

e

i,

NO





media/file2