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Abstract

:

Recent advancements in virtual reality (VR) technology have enabled its integration into learning diverse aspects of spatial components and relationships in the field of spatial design, as well as designing, communicating, collaborating, and managing complex building projects. With the growing interest in incorporating VR technology in spatial design, examining whether people understand, perceive, and perform spatial tasks in the same way in VR as they do in static modes is essential. Thus, the purpose of this study was to compare spatial ability performance in a conventional static paper–desktop mode and an interactive VR mode. Thirty students completed the Architecture and Interior Design Domain–Specific Spatial Ability Test in both modes. Their visual cognitive style was measured with the Object–Spatial Imagery Questionnaire, and their responses to the usability of the VR mode were analyzed. The results revealed: (a) significant difference in performance between static and VR modes, including better performance in three spatial visualization subconstructs in static mode than in VR; (b) no gender difference in VR mode; (c) a tendency of spatial visualizers to benefit from VR mode; and (d) a tendency of people with high spatial ability to be more susceptible to test mode. Overall, the results contribute to expanding our understanding of spatial ability performance in different test modes and provide insights concerning the integration of VR into the development of spatial ability tools and education.
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1. Introduction


Spatial ability is one of the key cognitive abilities required to perform design tasks in the field of interior design and architecture. In creating new spaces and buildings, designers exercise their imaginations, visualizing the composition and volumetric relationships among spatial components. In addition, to communicate spatial properties and their relationships, visual representation methods involving two-dimensional (2D) and three-dimensional (3D) drawings are used among designers, engineers, and constructors. Thus, two of the primary skills imbedded in education in interior design and architecture are spatial awareness and versatility in communicating spatial information.



With the development of virtual reality (VR) technology, tremendous changes have taken place in communicating spatial objects and components, especially in education in interior design and architecture. The high sense of presence and the sense of immersion with the VR technology allow students to learn content more vividly in a virtual environment (VE). Furthermore, various spatial interactions, such as teleporting and manipulating objects in VE, are now possible. Real-time modification and iterations of design can be made within VE, and collaboration among designers and multiple stakeholders from multiple locations is also possible in VR. Researchers have shown the benefit of using VR technology in design studios, including facilitating creativity in the student design process [1], enhanced perception of solid–void characteristics of a model [2], and motivation [1].



With growing interest in incorporating VR technology in various aspects of the spatial design process, the following question must be asked: Do people understand, perceive, and perform spatial tasks in the same way in VR as they do in static mode? Since the measurement of spatial ability innately involves 3D space, the potential of VR technology in spatial ability has been investigated by researchers [3,4,5]. Specifically, Lochhead et al. (2022) investigated differences in mental rotation (MR) performance in 2D images versus 3D stimuli, both in VR mode, and found better participant performance in 3D stimuli [3]. In measuring spatial ability, however, examining what type of spatial ability is measured, what test mode must be used, and how the spatial ability questions should be presented is important since they may impact spatial ability performance depending on test mode. Moreover, recent neuroscience studies revealed that responses to the same task in virtual reality and desktop mode vary considerably [6]. Different parts of the brain are activated, and since the networks of the brain regions are dissimilar, deep understanding of spatial ability performance in interactive VR versus conventional static mode is necessary. Whether performance in VR mode resembles that in the original test modes has rarely been reported; consequently, researchers have pointed out the strong need to understand spatial ability performance in various test modes [3].



Thus, the purpose of this study was to identify the characteristics of spatial ability performance in interactive VR mode in comparison with that in a static paper–desktop mode, using the Architecture and Interior Design Spatial Ability Test (AISAT), developed to measure domain-specific spatial ability in the field of architecture and interior design. Test data and self-reported information were analyzed to examine potential factors related to the test mode effect on the spatial ability test. Performance in the two modes was compared using a statistical program. Two modes were examined; therefore, any impact that might have occurred as a result of the order of performing the tasks was examined. Performance in relation to individual differences, such as gender and one’s visual cognitive style were also examined. The Object–Spatial Imagery Questionnaire (OSIQ) [7] was administered to identify participants’ tendency toward a particular visual cognitive style and its relationship with performance in the two test modes of the AISAT. Performance in VR mode by high vs. low spatial ability score in static mode was examined to identify who benefits from using the VR mode. Moreover, a usability survey was also included to evaluate the tool used for the VR version of the AISAT.



The main research questions were:




	
Is spatial ability performance on the AISAT similar or different in the static mode and VR mode?



	
Does the order of taking the tests in a particular mode (VR mode first vs. static mode first) have an impact on performance?



	
Does gender difference exist in spatial ability performance in the two modes?



	
Does visual cognitive style matter in spatial ability performance?



	
Do individuals with low spatial ability benefit from the VR test mode?



	
How do participants evaluate the usability of the VR AISAT?









2. Background


2.1. Spatial Ability Measurement


Spatial ability is the proficiency needed to understand spatial conditions among objects and environment and problem-solving capacity regarding spatial information. It is defined as “skill in representing, transforming, generating, and recalling symbolic, nonlinguistic information” ([8], p. 1482) and “the ability to visualize, manipulate and interrelate real or imaginary configurations in space” ([9], p. 3). It is a significant cognitive capacity required in everyday problem-solving, including wayfinding, design, technical drawings, and graphic visualization [10]. Existing instruments for measuring SA were developed mainly in the 1970s by researchers in the fields of cognitive and developmental psychology with the primary purpose of predicting successful academic or professional performance. Spatial ability can be categorized as ability in mental rotation, spatial visualization (SV), and spatial perception [8]. Some of the well-known and validated tools include mental rotation, developed in 1978 [11]; paper folding, introduced in 1976 [12]; and a test for perspective-taking and spatial orientation, introduced in 2004 [13]. These tools were originally developed in static mode in a paper-and-pencil version; later some of them were converted from static to an interactive computer version or interactive VR version by other researchers [3]. In the domain of architecture and interior design, examples of tools include the 3D Ability Test (3DAT), developed in 2010 [14]; and the Urban Layout Test, Indoor Perspective Test, and Packing Test, introduced in 2021 [15].



In the domain of interior design and architecture, spatial ability can be understood as “the mental manipulative skills required to perform mental processes such as the rotation of objects, the understanding of how objects appear in different positions, and the conceptualization of how objects relate to each other in space” ([16], p. 2). Unlike in other domains, practitioners of interior design and architecture deal with spatial relationships of human-scale or large environment-scale components as well as the translation of 2D drawings into 3D representation of spatial components within habitable spaces. In architecture and interior design, designers handle spaces that are more specific and concrete as well as abstract. The AISAT was developed with the intention to measure domain-specific spatial ability in architecture and interior design, different from general spatial ability; its reliability and validity were investigated and reported in a prior study [17]. In the AISAT, instead of using small abstract objects typical in general spatial ability tools, large-scale spatial forms relevant to environmental design were used to test mental rotation and spatial visualization. The predictive potential of the developed AISAT for design performance and creativity has been investigated and reported [18,19].




2.2. Nature of VR and Its Application for Spatial Ability Measurement


VR technology is a medium, comprising computer simulations, that allows the viewer to experience full immersion within the simulations [20]. In a VE, spatial representation as well as human–object interaction becomes more realistic, allowing the user to experience the sense of the scale of the environment. VR simulation also makes spatial objects appear closer to their real form with an increased sense of depth and three-dimensionality. With the provision of constantly changing perspective views, the viewer can experience more extensive perception of the spatial forms from many different angles, which is impossible with a static mode.



VR has the effect of creating a sense of immersion and presence as users interact with visual stimuli in a 3D space. Sense of presence and fidelity are key characteristics of VR, the former being the degree to which users feel that they are present in the VE—or that virtual objects are present—without being aware of their virtual presence. Fidelity refers to the degree to which users experience interactions within the VR as if they were interacting in the real world [21]. A review of previous studies has shown that VR experiences help to expand cognitive abilities and improve spatial perception along with increasing immersion, confidence, and motivation [22]. Since the development of VR technology, the design process, modifications of design, and the way designers collaborate have been influenced by VR technology across domains. Along with more extended application of the immersive experience encompassing the virtual and physical worlds, many new approaches to design and management methods using the eXtended Realty (XR) platform have been introduced. For example, Banfi at al. (2019) proposed informative models for architectural heritage using the scan-to-building information modeling (BIM) process for VR and augmented reality (AR) that allows an immersive experience of built heritage to discover hidden historical values [23]. Other examples include a platform for immersive and interactive experiences for cultural heritage [24] and a platform for reducing the rework of design changes in BIM using VR and AR [25]. Alizadehsalehi and Yitmen (2021) proposed a digital twin-based automated construction progress monitoring system that allows a user to collaborate to create, analyze, manage, and visualize construction progress using BIM and XR technologies [26]. With the potential of integrating artificial intelligence and machine learning within the VR-based educational process, including design exploration and communication, deeply understanding how designers’ spatial skills differ in the virtual and physical interactions has become more crucial.



One example of the VR version of spatial ability-measuring tools is the Immersive Mental Rotations Test by Lochhead et al. (2022), who fit the mental rotation test originally developed by Vandenberg and Kuse in 1978 to VR head mounted display (HMD)–Oculus Quest [3]. They did not, however, compare performance in VR and static modes. Instead, they compared performance of 2D images versus 3D objects, both in VR mode and found that participants performed better in terms of accuracy and speed in “stereo 3D stimuli than with 2D images of those stimuli” (p. 1). In addition, they pointed out that conventional paper-and-pencil MR measures two things—one is the ability to visualize 2D to 3D, and the other is the ability to rotate that 3D—and the immersive VR can alleviate the cognitive load of the first stage by providing 3D objects in VR. Finally, they argued that with the emergence of new technologies such as VR, new questions on utility, interface, application, and users in VE must be asked.




2.3. The Development and Test Modes of AISAT


The original version of the AISAT was available only in static mode—on paper or a computer screen. The VR version of the AISAT was developed to explore the potential of implementing VR technology in measuring spatial ability in the domain of interior design and architecture. Implementation of VR technologies using large-scale simulated environments may have benefit in terms of providing a better sense of scale and enhancing the understanding of spatial relationships among the components presented at an environmental scale, but each mode has its own strengths and weaknesses (See Table 1).



The paper-and-pencil version has benefits in ease of use and distribution. It is also economical since no specific equipment is needed. The structure of each question entails one question and four multiple choices. One can look at all options and choose one answer. Its weakness, however, lies in the resolution of question images and details due to the difficulty in conveying realistic and high-resolution images on a small piece of paper. In addition, it is not sustainable in the long run since questions must be printed each time the test is given. As a result of the low resolution and limitation in detail on the paper version, the spatial visualization part of the AISAT was prepared for the computer. Questions were prepared in an online survey format (qualtrics.com, accessed on 1 June 2021), and the link was shared with participants. In the paper–desktop mode, all questions and answer options were provided in static mode. In contrast, in the VR version of the AISAT, all questions and answer options appear in interactive mode.



The VR version of the AISAT was developed using the questions from the paper–desktop test mode. Three-D modelling was created using SketchUp 2020.2 and Rhino 6 software. The 3D modelling was converted to a fbx file, an extension that can be used on the Unity game engine. To test the AISAT in VR, user interface and user experience design of the virtual platform were required to induce appropriate behaviors and experiences for users. In the VR version of the AISAT, test takers can look around the environment in question, rotate the objects in the 3D test space (on the MR test), look at 3D simulations from diverse angles by shifting their bodies and by using the controller, and move within the 3D simulation space using the controller and teleport function. Unity, a game engine, was used for the software development and HTC VIVE was used as the HMD for the VR experience.




2.4. Spatial Ability, Gender, and VR


Gender difference has been frequently reported, particularly men’s outperformance in MR (e.g., [8,27,28,29]). In our prior studies, in static mode AISAT, no gender difference was observed in any of the SV subconstructs [18], but gender difference was found in MR [17]. Reporting no gender difference in VR can be found in literature. For example, Park (2009) found that in VR, gender did not affect spatial ability in MR and SV [30]. Samsudin et al. (2011) also found that in MR, no significant gender difference occurred in the VR version [31]. Thus, we assumed that no gender difference would be observed in the VR mode of the AISAT.




2.5. Spatial Ability and Visual Cognitive Style


“Visual cognitive style” is a term that refers to “an individual’s cognitive capacity to process information in terms of object and spatial images” ([32], p. 198). The intent of the OSIQ, developed by Blajenkova et al. (2006), was to measure tendencies in visual cognitive style. One’s visual cognitive style can be divided into object visualization style and spatial visualization style; those processing styles were called object visualizers and spatial visualizers, respectively [7]. Object visualizers tend to be good at processing object information, such as colorful and pictorial images of objects, and spatial visualizers tend to excel in processing the spatial relationships of objects. The OSIQ was used to identify its relationship with performance in the two modes of the AISAT and any differences in advantaging in a certain mode. The literature has shown that spatial visualizers who have high spatial scores tend to have higher spatial ability than object visualizers [32,33].




2.6. Spatial Ability Level and Benefit of VR


A review of prior studies showed the potential benefit of VR in people with different levels of spatial ability. For example, in a comparison of learning performance in PowerPoint slides versus desktop VR in people with high spatial ability (HSA) and low spatial ability (LSA) [34], the performance of people with LSA increased in VR but that of people with HSA did not, indicating that VR benefits people with LSA. An electroencephalography (EEG) study by Sun et al. (2019) showed that VR helped reduce the cognitive load for people with LSA [35]. In fact, some researchers have argued for a compensator hypothesis [36,37], meaning that those with LSA benefit since VR can alleviate cognitive load, but others have argued that those with HSA benefit under the enhancer hypothesis [37]. Investigating those who benefit in VR mode according to one’s spatial ability is worthwhile.





3. Research Method


The primary focus of this research was to understand performance in a static mode and the VR mode of the AISAT. Based on key findings from our previous research and literature review, we hypothesized the following for the current research:



H1: Performance in the static mode of AISAT and the VR mode of AISAT will be similar.



H2: The order of taking the tests (VR mode first vs. static mode first) will not influence spatial ability performance.



H3: No gender difference will be observed in the performance of the VR AISAT.



H4: Spatial visualizers in visual cognitive style will perform better in VR mode than object visualizers.



H5: Those with LSA will benefit from VR mode more than those with HSA.



Figure 1 shows a graphic summary of the research framework and hypothesis of the current study.



3.1. Procedure


Data were collected from June 2021 to June 2022. A total of 46 college students (7 men and 39 women) enrolled in an interior design program at one university in Seoul, Republic of Korea signed up to participate. The dominance of women in interior design programs is commonly observed in diverse countries, such as in the US [38] and UK [39]. An official report in 2020 indicated that the proportion of female interior design students was 83% between 2014 to 2018 [39]. Although no official report on the proportion of gender in interior design programs is available in Korea, one may reasonably say the dominance of females in the current research represents the tendency in the discipline. Participants were randomly assigned to two groups, and each group performed the two modes of tests in a different order in a one-week period to ensure no impact from the sequence of solving the tasks.



For the static mode, participants sat in one classroom together and completed the task individually. One researcher administered the AISAT. Fourteen minutes were given for the static mode; including the tutorial and sample questions, about twenty minutes were used. For the VR mode, each participant performed the VR AISAT individually. Participants went to another room, where they stood while wearing HMD and completed the VR version. The questions themselves required 23 min. However, including the tutorial and sample questions, about 40 min were needed. The rationale behind the time allotted derived from the results of the pilot study, in which the 10 participants taking the test in VR mode needed more time to attain a score similar to what they earned in static mode. Thus, we determined the time allotted would be what participants needed to earn similar scores in both modes. Once finished, participants returned to a waiting area and completed the usability test questionnaire.




3.2. Instrument


Participants completed two modes of the AISAT, the OSIQ, a demographic information questionnaire, and the usability test questionnaire for the VR version.



3.2.1. AISAT


The constructs of the static mode and the VR mode of the AISAT and time given for each construct of questions appear in Table 2.



Sample questions for each construct in the static mode and the VR mode of the AISAT appear in Table 3.



The AISAT comprises of two main constructs—MR and SV—and three subconstructs within SV: SV I.A, SV I, and SV II. MR measures the ability to mentally rotate 3D spatial forms and visualize them rapidly. The questions in MR comprise “abstract environmental information, such as vertical dividers and horizontal elements familiar from an isometric architectural perspective and furniture drawings” ([17], p. 16). SV I.A and SV I measure the ability to translate 2D information into 3D information. The difference between SV I.A and SV I is that SV I.A uses “abstract environmental information with appropriate human-eye level” ([17], p. 16) while SV I uses more concrete information, such as a 2D floor plan and 3D interior/architectural perspectives. SV II measures the ability to translate 3D information into 2D information with concrete spatial elements, such as 3D interior/architectural perspectives and 2D floor plan.



The AISAT was prepared as two sets (Set A and Set B). Each set has the same number of questions and participants were randomly assigned one of the sets. Within each set, the order of the questions was randomized to counter for possible learning and carry-over effects. The VR mode provides a tutorial on how to use the button in the system and a few sample example questions for users, allowing them to familiarize themselves with the system. Onscreen text as well as verbal instructions were delivered by the research moderator. After the introduction and tutorial sessions, an overview of the entire procedure was introduced before they began the test. In addition, the moderator asked participants whether they understood how to use the equipment, had any issue regarding the HMD, or had any questions so that all participants could begin with sufficient understanding of the test tool and feel comfortable.




3.2.2. OSIQ


After completion of the VR mode of AISAT, participants’ visual cognitive style was measured using the OSIQ. The original OSIQ is a self-reported measurement consisting of 30 statements with responses recorded on a 7-point Likert scale, ranging from 1 (totally disagree) to 7 (totally agree). In this study a simple version comprising 10 statements was used (five questions for spatial visualizer and five for object visualizer).




3.2.3. Demographic Information Questionnaire


The questionnaire on demographic information included gender, age, year in design major, VR experience, and experience with VR games.




3.2.4. Usability Test Questionnaire


The usability test comprised 34 statements with responses recorded on a 5-point Likert scale, ranging from 1 (totally disagree) to 5 (totally agree). Table 4 shows the categories and sample statements appearing on questionnaire for the usability of the VR AISAT.





3.3. Participants


Participants were recruited from students enrolled in an interior design program at one university in Seoul, Republic of Korea. Students voluntarily participated in the study and received a gift card valued at $20 as compensation for their time. Data were collected ethically, following approved Institutional Review Board protocol at the university.



Originally, a total of 46 students signed up for the research. However, as a result of COVID-19, only 30 participants (12 participants who performed the VR mode first and 18 participants who performed the static mode first) completed both modes, which were used for the comparison analysis.





4. Results


In the static mode, MR and SV I.A questions were in pencil-and-paper format, and SV I and SV II questions were on the computer screen display format. Scores for the paper version were recorded by the researchers. In the computer screen display version, their responses were recorded in Qualtrics. On the VR AISAT, participants’ selection of answers and response time were recorded on a desktop, and correctness was automatically measured. In this research, only the accuracy score was measured and analyzed since each test had a time limit, and thus the response time was not analyzed.



4.1. Demographic Characteristics Analysis


Participants included 6 men and 24 women (average age = 22.36). A total of 3 of them were sophomores, 21 were juniors, and 6 were seniors. A total of 46.7% of them had no prior experience in VR, 26.7% had one, 20% had two, and 6.7% had four VR experiences. Regarding VR game experience, 53.3% answered no experience; 30%, one; 6.7%, two, and 10%, three times. Approximately half the participants had no prior experience in either VR or VR games. When analyzing any difference in performance due to participants’ past VR experience and VR game experience, no statistical difference was observed. So, both modes of the AISAT could be used as a measuring tool without past VR-related experiences.




4.2. Performance Comparison by Test Mode (Test of H1)


For comparison purposes, scores have been converted based on a maximum score of 100. When comparing participants’ performance in static mode and VR mode, overall, they performed better on SV in static mode but better on MR in VR mode. When examining the performance score in each subconstruct, the pattern between static mode and VR showed differences; in static mode, scores were high in SV I.A, MR, SV I, and SV II in that order; scores in VR mode were high in MR, SV I.A, SV I, and SV II in that order. Overall, participants performed better in SV I.A and MR but worse in SV I and SV II. The average score of each mode was 66.78 (SD = 14.59) in static mode and 56.09 (SD = 12.80) in VR mode out of 100. See Figure 2.



Examination of statistical differences using a paired sample t-test revealed significant differences in three SV items with better performance in static mode. A statistically significant difference was found in SV 1.A performance between static mode (M = 77.62, SD = 14.86) and VR mode (M = 60.95, SD = 26.51) with t(29) = 3.22, p = 0.003, d = 0.78; SV I performance between static mode (M = 63.00, SD = 20.03) and VR mode (M = 46.00, SD = 15.67) with t(29) = 4.39, p = 0.000, d = 0.95; SV II performance between static mode (M = 62.00, SD = 28.45) and VR mode (M = 45.33, SD = 28.74), with t(29) = 4.09, p = 0.000, d = 0.58; and the average of all subconstruct score between static mode (M = 66.78, SD = 14.59) and VR (M = 56.09, SD = 12.80), with t(29) = 4.61, p = 0.000, d = 0.78. Results indicated that participants performed significantly better in the three SV tests in static mode. The three SV subconstructs measure the following spatial visualization abilities: SV I.A (2D to 3D in abstract information), SV I (2D to 3D in concrete information), and SV II (3D to 2D in concrete information). The dimensionality crossing between 2D and 3D in SV seemed to impact performance in VR more. The SD of the average score of static mode was larger than that in VR, indicating larger individual differences in static mode performance than in VR.




4.3. Performance Comparison by the Order of Mode (Test of H2)


Of 30 participants, 12 performed VR mode first, and 18 performed static mode first. When comparing any difference by the order, the independent t-test result shows no statistically significant difference in the performance by the order except SV II in VR, meaning the order of test mode did not bring effect on performance in most cases but it did on performance of VR SV II. Those who completed VR first performed better in VR SV II than those who did static mode first. See Figure 3.



When calculating the difference between the score in static mode and that in VR mode and then conducting an independent t-test using that score, significant differences were found in SV I.A and SV I. A significant difference occurred in the SV I.A scores between static first group (M = 7.94, SD = 25.09) and VR first group (M = 29.76, SD = 28.87) with t(28) = 2.20, p = 0.036 and in the SV I scores between static first group (M = 10.00, SD = 19.40) and VR first group (M = 27.50, SD = 20.01); t(28) = 2.39, p = 0.024. In the two subconstructs, those who completed VR first had larger difference in that score, meaning the VR first group performed better in static mode later compared to static first group, indicating the potential VR training effect on performance.




4.4. Performance Comparison by Gender (Test of H3)


The participants included 6 men and 24 women. Although the proportion is somewhat unbalanced for comparison, any difference according to gender was examined to confirm that VR AISAT does not measure general SA but domain-specific SA. Overall, men performed better than women in all items except MR in VR. When examining any difference using an independent t-test, significant difference was observed only in MR in static mode between men (M = 88.10, SD = 14.05) and women (M = 58.93, SD = 23.95) with t(28) = −2.84, p = 0.008 and in the average score of static mode between men (M = 79.31, SD = 9.75) and women (M = 63.65, SD = 14.03) with t(28) = −2.57, p = 0.016. This result indicates that performance on most components of the AISAT in either static or interactive VR modes is not influenced by gender.



Figure 4 shows that compared with men, for whom all scores in VR mode decreased, women had higher MR scores in VR mode, indicating for women VR mode was much easier than the static mode. The reason for better performance in interactive MR seemed to be the reduced cognitive load in VR mode since participants were able to see the rotated view of the shape quickly by clicking the button until it matched the shape suggested in the question. In addition, for women, the slopes of the graph of three SV subconstructs tended to be much gentler than for men, meaning that women did not receive much impact in performance in VR compared to men.




4.5. Performance Comparison by the Visual Cognitive Style (Test of H4)


Based on the OSIQ score, participants were categorized into two groups: a spatial visualizer group (N = 13), who had high spatial visualization scores, and an object visualizer group (N = 13), who had high object visualization score. Overall, the spatial visualizer group performed better than the object visualizer group. The independent t-test result showed that significant difference was observed in static SV II, VR SV I, and VR SV II. Significant difference was observed in SV II between the spatial visualizer group (M = 72.31, SD = 23.86) and the object visualizer group (M = 46.15, SD = 28.73) with t(24) = 2.53, p = 0.019; in VR SV I between the spatial visualizer group (M = 53.08, SD = 14.94) and the object visualizer group (M = 36.92, SD = 14.37) with t(24) = 2.81, p = 0.01; and in VR SV II between the spatial visualizer group (M = 56.92, SD = 25.62) and the object visualizer group (M = 30.77, SD = 29.00) with t(24) = 2.44, p = 0.023. In the three items, the spatial visualizer group performed significantly better than the object visualizer group. The better performance in two of SV subconstructs in VR indicated the potential of spatial visualizers’ benefit in VR. See Figure 5.




4.6. Performance Comparison by High vs. Low Spatial Ability (Test of H5)


Participants were divided into two groups based on the sums of their scores on performance in static mode: high spatial ability group (HSA, N = 10, static sum is 22 or more out of 29) and low spatial ability group (LSA, N = 8, static sum is 17 or less out of 29); their performance was compared using an independent t-test. In the VR mode, HSA performed better than the LSA in SV I and SV II, meaning that people with high spatial ability perform well in SV I and SV II in VR but performance in MR and SV I.A in VR mode was not influenced by spatial ability. See Figure 6.



Examination of the statistical differences of performance in static mode and VR mode using a paired sample t-test within each group revealed different patterns in people with HSA and LSA. A significant difference was observed in three SV items for HSA with better performance in static mode. This indicated that those with HSA tended to be more influenced by and sensitive to the test mode than those with LSA. However, for LSA most differences disappeared, but only difference in SV I was observed; and the MR score of LSA was even higher in VR mode than that in static mode although statistically not significant. In addition, the degree of decline from SV scores in static to that in VR mode was smaller in those with LSA. This indicated the potential benefit of VR for LSA. For HSA, statistically significant difference was found in SV 1.A between static mode (M = 87.14, SD = 8.11) and VR mode (M = 57.14, SD = 25.20) with t(9) = 3.37, p = 0.008, d = 1.60; SV I performance between static mode (M = 75.00, SD = 17.16) and VR mode (M = 55.00, SD = 7.07), with t(9) = 3.35, p = 0.008, d = 1.52; and SV II performance between static mode (M = 86.00, SD = 16.47) and VR mode (M = 62.00, SD = 23.94), with t(9) = 3.67, p = 0.005, d = 1.17. For LSA, statistically significant difference was found in SV II between static mode (M = 37.50, SD = 22.52) and VR mode (M = 22.50, SD = 24.93) with t(7) = 2.39, p = 0.048, d = 0.63.




4.7. Correlation between Static and VR Mode Performance


A correlation among static and VR mode performance and visual cognitive style scores was conducted to understand their relationship. The Pearson correlation analysis results showed that the average of all subconstructs in static mode correlated with that in VR (r = 0.577). However, only the performance in SV II in static mode shows statistically significant correlation with that in VR mode. The result implies that the overall performance in each of the two modes is related. However, when measuring the detailed subconstruct of spatial ability, differences in performance may be brought about due to the different test modes. As for the visual cognitive style, spatial scores on the OSIQ correlated with VR SV I (r = 0.463) and VR average score (r = 0.447) while object scores negatively correlated with the paper version SV I.A (r = −0.395). The spatial visualizer group seems to have benefited from VR mode. See Table 5.




4.8. Usability Test of VR AISAT


Participants’ opinions on the usability of VR AISAT were analyzed. Table 6 summarizes the mean score of each question, reliability with Cronbach’s alpha, and item average. To check the internal consistency of the questions in each category, Cronbach’s alpha was computed. The alpha for tutorial helpfulness, task performance, exploration and navigation, satisfaction, and discomfort formed a scale that has reasonable internal consistency reliability with over 0.66.



Overall, participants perceived static mode as easier to handle than VR. They perceived the traditional mode as ‘more comfortable’ (M = 3.67) than VR mode (M = 2.73). Regarding tutorial helpfulness, participants indicated that understanding the tutorials on the four types of VR spatial ability tasks was ‘helpful in completing the test’ (M > 4.10). Regarding task performance, their answers indicated that ‘they knew task goals and procedures’ (M > 3.90), but since task results were not provided to users in the system, ‘seeing the results’ was rated relatively low (M = 3.37). Regarding exploration and navigation, although participants perceived the ‘interface menus as easy to navigate’ (M = 4.17), ‘free exploration’, ‘knowing the exact location in the simulated environment’, and ‘free manipulation of the virtual objects’ were not rated particularly high (M < 3.40). Overall, participants were satisfied with the VR AISAT experience (M > 4.00). They said ‘doing the VR AISAT was fun and a good experience’ (M = 4.23). Participants reported ‘high immersion’ (M = 4.03). In terms of discomfort, reports on ‘feeling dizzy while wearing HMD’ were higher than average (M = 3.44), and ‘heavy headset’ also received high marks (M = 4.13).



In addition to the structured usability questionnaire, participants were asked two open-ended questions: “Freely talk about your feelings while solving problems on the VR AISAT” and “Please suggest anything to improve the VR AISAT”. Table 7 is a summary of participants’ responses.



The main feelings that participants experienced while solving the VR AISAT were quite diverse: negative comments highlighted dizziness and uncomfortable HMD. Positive comments included ‘helpful’ and ‘fun experience.’ For improvement, participants suggested improving graphics for clarity and allowing more freedom of movement.



In summary, the questions concerning how research results supported our hypotheses are reported below:



H1: Performance in the static mode of AISAT and the VR mode of AISAT will be similar. → Mostly rejected. A significant difference was revealed in the performance in three SV constructs with better performance in static mode. Although no statistical difference was found in MR, MR performance was better in VR mode.



H2: The order of taking the tests (VR mode first vs. static mode first) will not influence spatial ability performance. → Mostly supported. Difference was observed only in SV II.



H3: No gender difference will be observed in the performance of the VR AISAT. → Supported. No gender difference was observed in any of the constructs in the VR mode.



H4: Spatial visualizers in visual cognitive style will perform better in VR mode than object visualizers. → Partially supported. Spatial visualizers performed better in VR SV I and VR SV II out of four constructs.



H5: Those with LSA will benefit from VR mode more than those with HSA. → Partially supported. The difference in performance between static mode and VR mode was observed in only one construct with those with LSA but three with HSA. The degree of decline from scores in static to that in VR mode was smaller in LSA, and HSA seems to be more susceptible to test mode.





5. Discussion


5.1. Differences in Spatial Ability Performance in Static and VR Modes


The results of this study showed a difference in performance on the AISAT in static mode and VR mode. Participants generally performed better in static mode than interactive VR except in MR. Possible reasons behind such differences in the test takers’ performance could be (a) challenges caused by the VR system itself and (b) potential issues caused by slightly different procedures designed for the AISAT VR software. One of the challenges caused by the VR system itself was cybersickness. General discomfort, including dizziness, uncomfortable HMD, and lack of movement as indicated in the open-ended responses may relate to the test takers’ low performance in VR. Researchers have theorized the potential causes of cybersickness. Among them, sensory conflict theory explains that cybersickness occurs with a mismatch between visual senses and the vestibular senses [40]. The teleporting option added to SV II was intended to provide options to navigate to view the space from many different positions, allowing the viewer to have a holistic understanding of the given space. However, the sudden positional change of the users might have caused them to experience cybersickness.



Another possible reason for performance difference in the two modes might be the slightly different procedures designed for the AISAT VR software: First, an additional action was required in taking the test of each subconstruct of spatial ability in the VR mode. For example, compared to the static mode, in VR more steps in the thinking procedure were required to solve problems. In VR SV I.A, the user’s position in relation with the 3D objects matters, so the four answer options were in four directions in a radial organization, requiring users to rotate their bodies 90 degrees to see each option. The test takers had to use their hands to manipulate the controller. Second, differences existed in the field of vision in the two test modes. The ease of grasping the entirety of the space in question in the static mode compared with the VR mode allowed the user to perform better, especially in the spatial visualization test. Encoding the geometry of a room in VR was reported difficult [41] perhaps as a result of the field of view. To take advantage of the benefit of immersive quality of VR technology, real-world scale was applied to the simulated models in question in AISAT VR mode. Therefore, compared to the static mode, where test-takers could see the spatial objects in question and multiple choices together, VR users needed to explore the space and the answer choices to fully understand the question, thereby causing more cognitive load. Last, although we provided a training tutorial with a few sample questions before they took the test in VR mode, more exercises might have been needed for some of the test takers. Providing enough exercises and a substantial training period is critical in VR [21].



In fact, prior studies investigating the effect of VR on spatial ability revealed inconsistency in findings regarding the benefit of VR. For example, better SV performance was observed in a 2D floor plan-based task than in VE [42]. In other studies, however, better SV performances were reported in VR than non-VR [43] and in printed materials [31]. In contrast, previous research comparing MR performance showed more consistent results, reporting better performance in VR than non-VR mode [5,44], with printed materials [31], and in 2D [4]. Although no statistical difference was found, the results of the current study support the previous study on MR performance regarding better performance in VR than that in static mode. In MR in VR mode, users could strategically rotate the option until they could equate it with the shape suggested in the question, reducing the test takers’ cognitive load. Especially with the function that allows the test taker to rotate the object in real time, the participants had the advantage of quickly grasping the rotated forms to solve the problem.



The factors noted above did not diminish the benefit of using VR for developing spatial ability measuring tools. In VR mode, users could experience the sense of scale that is part of spatial skills not formally recognized in previous spatial ability studies. The ease of viewing the entirety of the space in question in the static mode benefited users allowing them to perform better in the static mode. However, the static mode did not provide a sense of presence and immersion. Based on the results of this study, we believe the perceptual experience of spatial dimensions and solving spatially relevant problems cannot be considered the same cognitive activities. Therefore, this research highlights the necessity of careful consideration in designing and developing VR test modes for spatial ability measurement.




5.2. Less Gender Difference in VR


The results of this study regarding the gender difference in VR align with prior research. Gender difference was found only in MR in the static mode. However, no gender difference was found in any of the subconstructs in VR mode. Lochhead et al. (2022) found that less gender difference in 3D stimuli MR in VR than 2D image stimuli in VR may have occurred since the 3D stimuli do not require the 2D to 3D transformation step, “alleviating the cognitive burden of dimensionality crossing” ([3], p. 15), imposed by 2D representation of a 3D object. The difference in strategies used by participants of each gender in solving MR problems may be another possible reason behind less gender difference in performance in VR mode. Functional brain imaging in a study by Jordan et al. (2002) showed that activation patterns in men and women differed when they solved MR problems [45]: The brain areas known to be involved in the cognitive processing of object–part identification, object categorization, and spatial analysis were activated more in women than in men; whereas brain areas involving more concrete imagined rotation similar to hands-on approach were activated in men (p. 2406). The function in the VR version AISAT that allowed the test takers to view the rotated forms of the given object in real time by one click may have advantaged female test takers to quickly grasp the rotated forms and expedited their cognitive processing of object-part identification and decision making based on spatial analysis (i.e., matching between rotated form and the image in question). For male test takers the way MR test is designed in VR may have forced them to shift the way to solve mental rotation task using different types of spatial analysis focused more on matching skills, disadvantaging their skills of imagined mental rotation using primary motor cortex. Nonetheless, previous research findings also showed the lack of gender difference in MR tested in VR [30,31]. Less gender difference in VR modes indicates the potential of VR to benefit female users in spatial learning and thinking using VR.




5.3. Who Benefits from VR


In the current study those with HSA generally received higher scores than those with LSA regardless of test mode. When comparing their performance in each subconstruct of spatial ability, however, the spatial visualization scores of those with HSA were lower when the test was conducted in the VR mode, but for LSA most of the differences were diminished. In fact, only a difference in SV I was observed. In addition, the MR scores of those with LSA were higher in VR mode compared to that in static mode. This suggests that individuals with high spatial ability as assessed in the static mode do not consistently benefit from the VR test mode in spatial visualization, and those with HSA tend to be more susceptible to test mode than those with LSA. In addition, this study revealed spatial visualizers with visual cognitive style benefit from the VR mode. This suggests the potential challenges for those with an object-oriented cognitive style when using VR technology.




5.4. Implications


This study shows the potential of innovative and practical application and provides following implications to the community of spatial design researchers, practitioners, and educators. First, providing a means of holistic understanding of the spatial information in question in VR mode is necessary for better performance. Although the same questions were used for both test modes, when the static image of a space is converted into a simulated volumetric spatial form in a VE, a perceptual alteration may occur. In static mode, test takers can see the entire space in question, allowing them to grasp a holistic view of the space. When the real scale is applied in the VE and a viewer is put in front of the simulated building or inside the space, however, due to the limited field of vision in the VE, the viewer may need more time to reach a holistic understanding of the given space.



Second, making the procedure in solving problems in VR as simple as possible is essential. The complexity of the VEs and wearing HMD itself could bring about a sense of overwhelming and discomfort. In the AISAT, compared to the simple procedure and instruction in static mode, in VR a more complex procedure and learning curve occurred with each construct of SV. In addition, per each construct slightly different actions were needed, such as clicking the option button, looking at options in a larger scale, and teleporting. Such a difference in procedure in each construct might require more working memory, cognitive load, and effort to adapt to each type of question. This might have been the reason that the participants performed better in the static mode irrespective of the benefit of experiential quality becoming more realistic in the VE. Whether the static version or the VR version of the spatial ability test is closer to the spatial ability required to solve spatial problems in the real world is unknown.



Third, using VR mode for training purposes and static mode for measuring purposes is encouraged. Although findings were limited, one result shows the VR first group performed better in SV I.A and SV I static mode later compared to static first group, indicating the potential benefit for developing a VR version for training of spatial ability. Previous research [16,46] also has shown the benefit of virtual simulation technology in aiding spatial learning. For example, after using extended reality technology in a design project, participants’ spatial ability improved [16]. Although measuring spatial ability in static mode and in VR mode is not perfectly compatible, the use of the VR mode of the AISAT as a training tool may have a potential benefit in enhancing at least spatial visualization skills.



Fourth, educators must be cautious and avoid the hasty development of VR tools for spatial learning and education without a thorough consideration of the complex nature of VR technology and its interaction with individual differences. Despite the advantages of VR technology, the user’s perceptual understanding of spaces in VEs may differ from that in static test modes.




5.5. Limitations


The first limitation is the sample size (30 participants) and the imbalance between the number of female and male students. The participants were interior design students in Korea; whether the findings in this research are consistent in other cultures and more skilled interior designers is unknown. Even though we planned a total of 46 participants, some completed only one mode due to COVID-19 and could not be included for analysis. In addition, due to the time-consuming nature of the AISAT designed to measure domain-specific spatial ability and the limited number of VR HMDs, voluntary participation was low. However, the gender proportion in interior design programs is female dominant at 85% in UK, not much different in Korea. Thus, the disparity of the gender proportion in this study is likely to represent the status quo of the population. The second limitation regards the VR HMD used in the study. Since the VR AISAT was developed for HTC VIVE specifically, participants reported its heaviness as part of the inconvenience of the test mode. Since the up-to-date lighter devices have been introduced, applying them to different types of HMD seems necessary. The third is the experimental design limitations. In terms of time allotted for VR mode, ours was based on a pilot study of 10 students, necessitating more investigation into the time needed with a greater number of participants.





6. Conclusions and Future Works


In this study we explored the influence of test modes on domain-specific spatial ability performance in the field of architecture and interior design. We examined two distinct test modes: a static paper–desktop mode and an interactive VR mode. Conclusions are as follows:



1. Our findings reveal that participants demonstrated better performance in the spatial visualization test when using the static mode as opposed to the VR mode. Conversely, mental rotation performance was better in the VR mode.



2. The order of test mode minimally influenced performance.



3. The gender difference typically observed in mental rotation tests was not evident in the VR mode, indicating potential advantages for female users in employing VR for spatial learning related to mental rotation.



4. Individuals with a strong spatial visualizer cognitive style excelled, particularly in the SV I and SV II conducted in VR mode.



5. People with high spatial ability tended to be more influenced by test mode than those with low spatial ability.



6. Spatial visualizers and low spatial ability groups tended to benefit from VR mode.



7. Regarding usability, participants expressed positive reactions to VR AISAT, but challenges due to the nature of virtual reality occurred, including dizziness and participants’ perception that solving spatial problems in the static mode was easier than in the VR mode.



These findings highlight the intricate nature of spatial ability across test modes, further influenced by individual differences.



In future, the following activities should be carried out by researchers: First, reexamining the time allotted for each construct in the VR mode of the AISAT is necessary with more participants and can result in higher a level of correlation in each construct of the static and VR modes. Second, improving graphic quality and the usability of the AISAT based on participants’ responses, especially using lighter HMD for ease of use and comfort would be of considerable value. Third, making a greater number of questions in each construct with the aid of rule-based question generation will be helpful in the development of the AISAT. Artificial Intelligence technology can also be used to customize the question types and number of questions in real time to measure more detailed spatial ability specific to an individual. Fourth, improving the VR mode of AISAT and recruiting a larger number of participants from different cultures and with diverse levels of experience will facilitate an understanding of how and what areas the VR mode benefits; generalizability will follow. In addition, conducting a study with bio and brain sensors, such as an eye-tracker and an EEG, to understand the strategies of solving space-related problems involving high vs. low spatial ability and the cognitive and neural mechanism of spatial thinking and visualization would be highly valuable.
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Figure 1. Research framework and hypothesis. 
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Figure 2. Observed scores (% out of 100) by static and VR mode. 
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Figure 3. (a) Observed scores by static first group; (b) Observed scores by VR first group. 
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Figure 4. (a) Observed scores by female; (b) Observed scores by male. 
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Figure 5. (a) Observed scores by OSIQ score in static mode; (b) Observed scores by OSIQ score in VR mode; (c) Observed scores by spatial group; (d) Observed scores by object group. 






Figure 5. (a) Observed scores by OSIQ score in static mode; (b) Observed scores by OSIQ score in VR mode; (c) Observed scores by spatial group; (d) Observed scores by object group.
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Figure 6. (a) Observed scores by HSA; (b) Observed scores by LSA. 
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Table 1. Strengths and weaknesses of two modes of the AISAT.
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	Static Paper—Computer Mode AISAT
	Interactive VR Mode AISAT





	Strengths
	Display of the entire space is possible.

Convenience of preparing

for the test
	Realistic simulated view of the space

Dynamically coordinated perspective views according to the viewer’s positions

High resolution images

Interaction within the space (e.g., teleporting, changing direction of views, and rotating objects using controller)



	Weakness
	Printing of each page required.

Low resolution

Limited interaction

Lack of realistic experience
	Cumbersome and heavy HMD

Requires longer preparation time and training for familiarity

Discomfort (e.g., dizziness)










 





Table 2. AISAT constructs in two modes.
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Subconstruct of Spatial Ability

	
Description

	
Static Mode

	
Interactive VR




	
Number of Questions

	
Time

	
Number of Questions

	
Time






	
Mental rotation

	
MR The ability “to mentally rotate 3D spatial forms and visualize them rapidly”

	
7

	
4 min

	
7

	
2 min




	
Spatial visualization

	
SV I.A (2D → 3D in abstract information) The ability “to read 2D information and convert it to 3D and find correct location for the correct viewpoint with respect to the orientation of test takers’ own body”

	
7

	
2.5 min

	
7

	
4 min




	
SV I (2D → 3D) The ability “to read 2D spatial information (e.g., floor plan drawing), expand it into volumetric forms, mentally proceeding through various possibilities to locate the correct 3D exterior or interior shapes of the building”

	
10

	
5 min

	
10

	
10 min




	
SV II (3D → 2D) The ability “to read 3D volumetric information, compress complex volumetric information, convert it to 2D information, and find the correct 2D floor plan”

	
5

	
2.5 min

	
5

	
7 min




	
Total

	

	
29

	
14 min

	
29

	
23 min











 





Table 3. Sample questions from the AISAT static mode and VR mode.
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Subconstruct of Spatial Ability

	
Static Mode (Paper–Computer)

	
Interactive Mode (VR)






	
MR

	
[image: Buildings 13 03128 i001]

	
[image: Buildings 13 03128 i002]




	
Paper version

	




	
Users are asked to imagine rotating the objects along a vertical axis, and find two images that are the same as the model

aside from its orientation.

	
Users are asked to rotate an object

to match the provided object in question.




	
SV

	
SV I.A

	
[image: Buildings 13 03128 i003]

	
[image: Buildings 13 03128 i004]




	
Paper version

	




	
Users are asked to look at the 2D plan, imagine that they are standing inside the circle looking in the direction of the arrow, and find the correct perspective among options.

	
Users are asked to look at 2D drawing and find the correct 3D abstract models of spatial information




	
SV I

	
[image: Buildings 13 03128 i005]

	
[image: Buildings 13 03128 i006]




	
Computer version

	




	
Users are asked to look at the floor plan, imagine its three-dimensional condition, and select the correct 3D perspective among the options.

	
Users are asked to look at a 2D drawing and select the correct 3D architectural model

among options.




	
SV II

	
[image: Buildings 13 03128 i007]

	
[image: Buildings 13 03128 i008]




	
Computer version

	




	
Users are asked to look at the perspective image, imagine its two-dimensional condition, and select the correct 2D drawing

among options.

	
Users are asked to explore 3D space and select correct 2D drawing among options.











 





Table 4. Questionnaire categories and sample statements.
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	Item
	Sample Statements
	Number of Questions





	Usability
	I’m more comfortable with a traditional paper test.

I am more comfortable with the virtual reality method.

The controls in the program are easy to use.
	7



	Easy to understand tutorial
	The tutorial for the first type, MR, helped me understand how to solve the problem.
	4



	Task performance
	I understood exactly what the goal of the task was.
	4



	Exploration and navigation
	The menus of the interface were easy to navigate.
	4



	Satisfaction
	Doing the virtual AISAT is a valuable experience for me.
	5



	Immersion
	It was immersive while solving the virtual AISAT.
	3



	Discomfort
	I felt dizzy while using Virtual AISAT.
	7



	Open-ended questions
	Please feel free to share your thoughts on solving the problems.

Tell us how we can improve AISAT-VR
	2










 





Table 5. Correlation between paper and VR AISAT performance.
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	MR
	SV I.A
	SV I
	SV II
	Static_Average
	VR MR
	VR SV I.A
	VR SV I
	VR SV II
	VR Average
	Spatial Score
	Object Score





	MR
	1
	0.096
	0.267
	0.323
	0.674 **
	0.054
	0.283
	0.481 **
	−0.031
	0.358
	0.246
	−0.046



	SV I.A
	
	1
	0.250
	0.179
	0.464 **
	−0.182
	0.152
	0.216
	0.428 *
	0.246
	−0.112
	−0.395 *



	SV I
	
	
	1
	0.401 *
	0.780 **
	0.250
	−0.208
	0.314
	0.367 *
	0.290
	0.256
	0.143



	SV II
	
	
	
	1
	0.704 **
	0.499 **
	−0.076
	0.514 **
	0.695 **
	0.687 **
	0.262
	−0.292



	Static_average
	
	
	
	
	1
	0.264
	0.031
	0.574 **
	0.500 **
	0.577 **
	0.284
	−0.147



	VR MR
	
	
	
	
	
	1
	−0.388 *
	0.280
	0.229
	0.491 **
	0.295
	−0.074



	VR SV I.A
	
	
	
	
	
	
	1
	0.180
	−0.105
	0.350
	0.010
	−0.119



	VR SV I
	
	
	
	
	
	
	
	1
	0.447 *
	0.819 **
	0.463 **
	−0.120



	VR SV II
	
	
	
	
	
	
	
	
	1
	0.633 **
	0.273
	−0.259



	VR average
	
	
	
	
	
	
	
	
	
	1
	0.447 *
	−0.245



	Spatial score
	
	
	
	
	
	
	
	
	
	
	1
	0.369 *



	Object score
	
	
	
	
	
	
	
	
	
	
	
	1







Note. * Significant at the 0.05 level; ** Significant at the 0.01 level (2-tailed).













 





Table 6. Usability of VR AISAT item and mean score.






Table 6. Usability of VR AISAT item and mean score.





	
Subcategory

	
Statements

	
Mean of Each Question

	
Cronbach’s Alpha

	
Item Average






	
Usability

	
I am more comfortable with a traditional paper test.

	
3.67

	
-

	
3.67




	
I am more comfortable with the virtual reality method.

	
2.73

	
-

	
2.73




	
The controls in the program are easy to use.

	
3.83

	
(0.371)

	
3.86




	
The eye-level position in the program is appropriate.

	
3.67




	
The brightness of the lighting in the program is adequate.

	
4.07




	
The level of graphics in the program is appropriate.

	
3.67




	
The size of the objects, such as models and buttons, is appropriate.

	
4.07




	
Tutorial helpfulness

	
The tutorial for the first type, MR,

helped me understand how to solve the problem.

	
4.10

	
0.891

	
4.14




	
The tutorial on the second type, SV I. A,

helped me understand how to solve the problem.

	
4.14




	
The tutorial on the third type, SV I,

helped me understand how to solve the problem.

	
4.13




	
The tutorial on the third type, SV I,

helped me understand how to solve the problem.

	
4.17




	
Task performance

	
I understood exactly what the goal of the task was.

	
4.20

	
0.710

	
3.88




	
I was able to decide what I wanted to do in the task.

	
4.00




	
I could easily see the results of my tasks.

	
3.37




	
I could see exactly what the next task was.

	
3.93




	
Exploration and Navigation

	
I could freely explore the experimental spaces.

	
3.37

	
0.661

	
3.49




	
I knew exactly where I was

	
3.03




	
The menus of the interface were easy to navigate.

	
4.17




	
I was able to manipulate the virtual objects freely.

	
3.40




	
Satisfaction

	
I think I can measure my spatial ability through the virtual AISAT.

	
4.07

	
0.760

	
4.08




	
I think the information and knowledge I gained from the virtual AISAT will help me improve my spatial ability in real life.

	
4.03




	
The virtual AISAT was fun and a good experience.

	
4.23




	
Doing the virtual AISAT is a valuable experience for me.

	
4.27




	
I would highly recommend the Virtual AISAT to others.

	
3.80




	
Immersion

	
It was immersive while solving the virtual AISAT.

	
4.03

	
-

	
4.03




	
I wish there were more environmental devices for immersion.

I wish I could see my body for immersion.

	
3.93

3.17

	
-

	
3.55




	
I wish I could see my body for immersion.

	
3.17




	
Discomfort

	
I felt dizzy while using Virtual AISAT.

	
3.43

	
0.788

	
2.86




	
I felt nauseous while using Virtual AISAT.

	
2.93




	
I felt motion sickness while repositioning.

	
2.63




	
I felt motion sickness while rotating my head.

	
2.80




	
The headset hurts where it touches my skin.

	
2.37




	
The headset is heavy.

	
4.13




	
The controller is difficult to use.

	
1.73




	
Open-ended questions

	
Please feel free to share your thoughts on solving the problems.

Tell us how we can improve the AISAT-VR

	

	

	








Note. Grey highlight means reverse item; that is, a high score indicates high negativity.













 





Table 7. Summary of open-ended responses.
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Question

	
Answers

	
Freq. (Multiple Answers Possible)

	
Question

	
Answers

	
Freq. (Multiple Answers Possible)






	
Freely talk about your feelings while solving problems on the VR AISAT.

	
Dizziness

	
9

	
Please suggest anything to improve the VR AISAT.

	
Graphics

	
6




	
Helpful, fun

	
9

	
Freedom of movement

	
6




	
Uncomfortable HMD

	
6

	
Dizziness

	
2




	
Need graphics improvement

	
4

	
Accidental click on button resulting in moving forward to next question

	
2




	
Difficult questions

	
4

	
Focus is not clear

	
2




	
Problems are intuitive and easily understood.

	
4

	
Uncomfortable with VR devices

	
2




	
Unfamiliarity

	
2

	
Adding background music

	
1




	
Lack of freedom of movement

	
1

	
How to check your view is uncomfortable

	
1




	
3D implementation is well done

	
1

	
Changing the way tutorials work

	
1




	
Immersive experience

	
1

	
Adding one’s location

	
1




	
Show remaining time

	
1




	
Hard to see the bottom of the field of view

	
1




	
Difficult to see the point of view in the SV I view

	
1




	
Change MR model and arrow button layers

	
1
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