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Abstract: Since the 1940s, Microwave Cavity Resonance Spectroscopy (MCRS) has been used to
investigate a variety of solids, gases, and low-pressure plasmas. Recently, the working terrain of the
diagnostic method has been expanded with atmospheric-pressure plasmas. This review discusses the
advancements that were required for this transition and implications of studying highly collisional,
with respect to the probing frequencies, plasmas. These developments and implications call for a
redefinition of the limitations of MCRS, which also impact studies of low-pressure plasmas using the
diagnostic method. Moreover, a large collection of recommendations concerning the approach and its
potential for future studies is presented.

Keywords: microwave cavity resonance spectroscopy; MCRS; electron density; electron collision
frequency; electron momentum transfer collision frequency; collisional plasma; atmospheric-pressure
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1. Introduction

Since the introduction of Microwave Cavity Resonance Spectroscopy (MCRS) as a plasma
diagnostic in the 1940s [1], the technique has been solidified by a series of publications [2–5].
Over the last eight decades, the measurement approach has been used to study various types of
low-pressure plasmas: pristine radio-frequency (RF) driven low-pressure plasmas [6,7], powder-forming
plasmas [8–10], etching plasmas [11], ultracold plasmas [12], and extreme ultraviolet photon-induced
plasmas [13–15]. The measurement approach has also been used to determine properties of materials,
i.e., dielectric constants [16] and molar polarizations [17]. A giant leap in this development of the
diagnostic tool was the introduction of the multi-mode approach, which enabled resolving spatial
distributions of the electron density in low-pressure plasmas [14]. In the exemplary applications of
MCRS as plasma diagnostic mentioned above, the change in the spectral position of a resonance peak
of an electromagnetic standing wave in a plasma-filled cavity was used to determine the changes in
permittivity that subsequently were related to the electron density ne of the cavity’s content.

Only recently has it been demonstrated that MCRS can be used to study the electron dynamics
between successive discharges in an atmospheric-pressure pulsed plasma jet in N2 feed gas [18].
In such atmospheric-pressure discharges, the contributions of the electron density ne and the electron
momentum transfer collision frequency νm to the alterations in the complex permittivity ε̃ need to be
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separated. The changes in the position as well as the width of a resonance peak were used to separate
and determine the individual contributions. This ‘atmospheric-pressure’ avenue was continued by
exploring the full temporal evolution of electron dynamics in the spatial afterglow of an RF-driven
atmospheric-pressure plasma jet [19]. In both investigations of these atmospheric-pressure discharges,
the changes in resonant behavior were relatively small and for this reason, the resolution in permittivity
had to be improved significantly over the last few years.

As the resolution of MCRS improved, more phenomena could be probed with the method.
This is because the presence of free electrons is only one of the factors affecting the resonant
behavior. The importance of separating the different contributors to changes in the resonant behavior
during plasma experiments was demonstrated in the study of an RF plasma jet [20]. In that work,
the contributions of the plasma dynamics, the acoustic waves, and most likely the gas composition
were separated.

In contrast to most MCRS studies of low-pressure plasmas, the investigated atmospheric-pressure
plasmas did not occupy the whole cavity volume. The electric field profile of the resonant mode and
the volume occupied by the plasma were determined in order to correct for the partially-filled cavity.
This procedure currently limits the determination of the effective plasma volume, which is the plasma
volume weighted by the electric-field-squared, and subsequently the obtained electron density, to its
order of magnitude [18].

With the transition towards probing atmospheric-pressure plasmas, the perspective on the
limitations of the diagnostic method has changed and the description of the limitations needs to
be adapted. The first meticulous theoretical investigation of the validity of the MCRS diagnostic
method has been performed by Persson [21]. Unfortunately, the limitations were not presented in
an accessible way which reduced the impact of the work. Agdur et al. [22] have focused on the
perturbation of the resonant field by the plasma and derived an analytical expression for the resonance
frequency of a partially-filled cavity.

The practical limit ωpe � ω is most often used to indicate the maximum measurable electron
density [23–26]. Here, ωpe denotes the electron plasma frequency—which depends on the electron
density—and ω the angular frequency of the applied microwave field. Above this limit, the shift of the
resonance frequency no longer scales linearly with the increase in the electron density and translating
measurements into tangible physical parameters becomes difficult. However, this limit underestimates
the range of plasma parameters that can be explored by MCRS. Especially for atmospheric-pressure
plasmas—which do not fill the whole cavity volume and have a collision frequency larger than the
angular microwave frequency—a new and more accurate limit would be beneficial for opening up
an extension of the dynamic range of applicability of the diagnostic technique. A simpler approach
is the usage of the (collisional) skin depth as an additional parameter to limit the range of plasmas,
which can be probed by MCRS [18,25], but this condition also does not capture all relevant physics
involved. Several theoretical studies have been performed to investigate the perturbation of the
microwave field by the presence of the plasma [22,27–29]. Experiments demonstrated that overdense
plasmas (ωpe > ω) can be probed when the plasma is located at a node of the applied resonant
field [24]. Furthermore, the non-linear regime of the response of a cavity has been used to investigate
discharges [28]. Besides sufficient spectral resolution, i.e., resolution in changes in permittivity,
the resonant field needs to be able to respond to the changes in the probing volume [30].

This review article presents an overview of the opportunities and challenges in this new field for
MCRS. The presented challenges needed to be overcome or taken into account during the preparation
and execution of the experiments described in references [18–20]. Moreover, there are several
complicators in the analysis of experimental data related to atmospheric- and low-pressure plasmas.
As these challenges could have a severe impact on the outcome of the analysis, it is necessary to
propound them. These ‘warnings’ will often be accompanied by (possible) solutions. First, the general
concepts of MCRS and the relevant physics are introduced in Section 2. The main messages of this
article are related to the required improvement of the resolution, contributors to changes in resonant
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behavior, inhomogenous plasmas, determination of the effective plasma volume, lower limit for the
permittivity, and the skin depth of the plasma. Each of the six main messages will be covered in one of
the Sections 3.1– 3.6. This all is followed by a collection of recommendations to take (new) users of
this diagnostic method by the hand as well as to suggest further improvements of the approach itself.
The article is finalized with a conclusion.

2. Theory

2.1. Resonant Behavior of a Standing Microwave

A standing wave—also referred to as a stationary wave—is a wave of which the nodes and
antinodes do not move in space over time. Examples of this phenomenon can be found in,
e.g., the oscillation of a drum’s membrane and that of a guitar’s string.

The Microwave Cavity Resonance Spectroscopy method is based on the physical principle that the
resonant behavior of an electromagnetic standing wave in a hollow space—the cavity—surrounded by
a metal structure depends on the permittivity ε and permeability µ of the cavity volume. The computed
spatial profile of the electric field amplitude |E| of the fundamental resonant mode (i.e., TM010) in a
cylindrical cavity is shown in Figure 1.

Figure 1. The amplitude of the electric field |E| of the fundamental resonant mode (TM010) in a
cylindrical resonant cavity.

The standing wave in a cavity is typically excited by microwaves via an antenna that protrudes
only slightly into this cavity. A typical frequency response of a cavity (red marks) is shown in Figure 2.
From a response like this, the resonant behavior, i.e., the spectral position and the width of the
resonance peak, is determined by optimized fitting algorithms (blue line).

The spectral position of a resonance peak does not only depend on the material properties ε and
µ but also on the dimensions of the cavity and the excited resonant mode. Typical frequencies used
for MCRS as a plasma diagnostic are 1–10 GHz [7,9,31]. The cavity is only able to absorb microwaves
when the applied frequency matches the resonance frequency fres ( f = ω/2π) of a probed resonant
mode. This frequency can be found by locating the spectral position where the least power is reflected.

The second property of the resonant behavior is the width of a resonance peak, which is
proportional to the losses in the cavity. The losses and width of a specific mode are indicated by
the quality factor Q (or in short ‘Q’) [32],

Q ≡ fres

Γ
, (1)
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where Γ is the Full-Width-at-Half-Maximum (FWHM) of the peak (the frequency and power axes need
to be in linear scale). When the losses in a cavity are high, the resonant mode is able to respond fast to
changes inside the cavity volume. The characteristic time τ of a resonant mode is given by:

τ =
Q

π fres
. (2)

This 1/e response time is used to indicate the time it takes for the resonant field to adapt 63% to a new
situation. For this reason, it takes a few τ for the field to ‘fully’ adapt to, e.g., a sudden presence of
plasma. Typical values in experiments for τ vary from ∼0.01 to 1 µs.

Figure 2. Spectral response of the TM010 resonant mode of the unperturbed cavity measured in
reflection configuration (red marks) and a Lorentzian fit (blue line).

The temporal resolution of the diagnostic technique is fundamentally limited by the fact that
forming a standing wave requires a number of passes of the electromagnetic waves in the cavity.
The quality factor of a resonant mode is a good indication for this number of passes. The technological
limitations related to the temporal resolution are the rise and fall times of the microwave power
detector and the sampling frequency of the microwave power detector’s output.

2.2. Perturbations

As mentioned before, the properties of the material inside the cavity volume Vcav affect
the resonant behavior of the excited standing wave. The change in the resonance frequency
∆ f (∆ f = f2 − f1) and the change in the reciprocal Q-factor ∆( 1

Q ) (∆( 1
Q ) = 1

Q2
− 1

Q1
) are described

by the following relation [18,33],

∆ f
f1

+ i
1
2

∆
(

1
Q

)
= −

∫∫∫
Vcav

(
∆ε̃(r)|E1(r)|2 + ∆µ̃(r)|H1(r)|2

)
d3r

2ε0

∫∫∫
Vcav
|E1(r)|2d3r

, (3)

where the subscript 1 is used for the unperturbed cavity and 2 for the perturbed state, i the imaginary
unit number, E1 the local electric field of the resonant mode of the unperturbed cavity, H1 the local
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magnetic field of the resonant mode of the unperturbed cavity, r the position vector, and ε0 the vacuum
permittivity. The local change of the complex permittivity ∆ε̃ is given by:

∆ε̃(r) = ε̃2(r)− ε̃1(r), (4)

where ε̃1 and ε̃2 are the complex permittivity of the unperturbed and perturbed cavity, respectively.
The derivation of this equation can be found in reference [18]. In this derivation, it is assumed that the
resonant field profile is not disturbed by the perturbation and that f1 ≈ f2.

In this work, it is assumed that the plasma is unmagnetized, i.e., µ̃ = µ0 ([34], p. 109), where µ0 is
the vacuum permeability. Hence, Equation (3) can be simplified by ∆µ̃ = 0.

By separating the real and imaginary parts of Equation (3), the contributors to changes in f and 1
Q

are separated,

∆ f
f1

= −
<
( ∫∫∫

Vcav
∆ε̃(r)|E1(r)|2d3r

)
2ε0

∫∫∫
Vcav
|E1(r)|2d3r

, (5)

∆
(

1
Q

)
= −
=
( ∫∫∫

Vcav
∆ε̃(r)|E1(r)|2d3r

)
ε0

∫∫∫
Vcav
|E1(r)|2d3r

. (6)

These equations show that the method is most sensitive in the regions where the strength of the
resonant field is largest. To be more exact, the material properties obtained by this integral from MCRS
are cavity volume averaged and weighted with the square of the local electric field.

Another type of perturbation is a change in the dimensions or shape of the cavity, e.g., due to
thermal expansion of the metal structure which surrounds the cavity. For low-pressure plasmas,
this is not of major importance because the effect is relatively small. However, the investigated
atmospheric-pressure plasmas [18,19] induce a change in resonance frequency which can be similar
to that caused by a temperature increase of ∼10 mK and therefore this mechanism can no longer
be neglected.

A third type of perturbation is related to changes in the impedance of the conducting walls
surrounding the cavity. The change in the surface reactance leads to, among other things, a ‘virtual’
change in the dimensions of the cavity due to a change in the skin depth. The importance of this
effect when probing plasmas is investigated in Section 3.2.2. A more detailed description of the
wall-impedance perturbation can be found in ([35], p. 255).

2.3. Plasma’s Permittivity

The Drude–Lorentz model is commonly used to describe the complex permittivity of a plasma ε̃i
as [34],

ε̃i = ε0

[
ε̃r,gas,i −

ω2
pe

ν2
m + 4π2 f 2 − i

νm

ω

ω2
pe

ν2
m + 4π2 f 2

]
, (7)

where εr,gas,i is the relative permittivity of the gas and is traditionally assumed to be unity, νm the
momentum transfer collision frequency of the electrons, and f the frequency of the applied
electromagnetic field. The electron plasma frequency ωpe is given by [34]:

ωpe =

√
nee2

ε0me
, (8)

where ne is the electron density, e the elementary charge, and me the electron mass. One of the
assumptions in the Drude–Lorentz model is that the collision cross section does not depend on the
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energy of the electrons, and this is generally not true. In two of our works [18,19] an effective collision
frequency is used to circumvent this problem.

The following two equations for ∆ f / f1 and ∆( 1
Q ) are obtained by substituting Equation (7) into

Equations (5) and (6) while assuming ε̃r,gas,1 = ε̃r,gas,2 and ne = 0 m−3 for the unperturbed state,

∆ f
f1

=
e2

2ε0me

∫∫∫
Vcav

ne(r)
ν2

m(r) + 4π2 f 2
2
|E1(r)|2d3r∫∫∫

Vcav
|E1(r)|2d3r

, (9)

∆
(

1
Q

)
=

e2

2πε0me f1

∫∫∫
Vcav

ne(r)νm(r)
ν2

m(r) + 4π2 f 2
2
|E1(r)|2d3r∫∫∫

Vcav
|E1(r)|2d3r

. (10)

As an example, in a radio-frequency driven plasma at 10 Pa, the collision frequency
νm = 0.2 GHz ([36], p. 5) which is much smaller than the probing frequencies and can, therefore,
be neglected. A typical collision frequency in an atmospheric-pressure plasma jet is ∼1 THz [37],
which is significant with respect to the resonance frequencies used in MCRS experiments. In this case,
the role of the collisions of the electrons is very important and must, therefore, be included in the
analysis of MCRS experiments. So far only the temporal and spatial afterglow of atmospheric-pressure
plasmas were investigated with MCRS [18,19]. In these studies, the capability of MCRS to probe
highly collisional plasmas with collision frequencies up to 0.5 THz was demonstrated [18]. In the
literature, no MCRS studies of the bulk—in which the electron temperature and collision frequency
of the electrons are higher than in the afterglows—of an atmospheric-pressure plasma are described.
Figure 3 presents the change in the real and imaginary part of the relative permittivity with respect
to εr,gas as a function of the electron density for f = 3.5 GHz and a variety of collision frequencies.
For νm = 0 Hz, the imaginary part of the relative permittivity is zero and is, therefore, not visible in this
logarithmic plot in Figure 3b. Both graphs show that for increasing collision frequencies the change in
the real part and in the imaginary part decreases.

Note that in this work collisional plasma denotes a plasma in which the momentum transfer
collision frequency of the electrons νm is not much smaller than the angular frequency ω of the applied
microwave field. This definition might differ from the one used in other works.

Figure 3. Cont.
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Figure 3. The change in the (a) real and (b) imaginary part of the relative permittivity of a plasma as a
function of the electron density for four collision frequencies. The imaginary part of the permittivity is
zero when the electrons do not collide and for this reason there is no change in the imaginary part of
the permittivity for νm = 0 Hz.

2.4. Non-Collisional Plasmas

In most low-pressure plasmas the collision frequency νm is much smaller than the angular
microwave frequencies ω for typical cavities, and therefore the dissipation term—the imaginary
part—in Equation (7) can be neglected. Advantageous for the low-pressure case is that it does not
require information concerning the losses of the resonant field to obtain the electron density because
the electron collision frequency can be assumed zero. Hence, Equation (9) can be reduced to,

∆ f
f1

=
e2

8ε0meπ2 f 2
2

∫∫∫
Vcav

ne(r)|E1(r)|2d3r∫∫∫
Vcav
|E1(r)|2d3r

. (11)

In most prior MCRS experiments, the equation has been even further simplified,

∆ f
f1

=
e2n̄e

8ε0meπ2 f 2
2

, (12)

which can be rewritten into [9,15,38,39],

n̄e =
8ε0meπ2 f 2

2
e2

∆ f
f1

. (13)

Here, n̄e is the cavity averaged and electric-field-squared weighted electron density given by:

n̄e =

∫∫∫
Vcav

ne(r)|E1(r)|2d3r∫∫∫
Vcav
|E1(r)|2d3r

. (14)

2.5. Collisional Plasmas

For experiments in which the collisions of the electrons with neutrals cannot be neglected,
the position and width of a resonance peak are used to separate the contributions of the electron
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density and collision frequency to the real and imaginary part of the permittivity. Atmospheric-pressure
plasmas are typically significantly smaller than the cavity and a completely filled cavity can therefore
not be assumed. In this case the volume occupied by the plasma needs to be determined by, for example,
camera images.

The atmospheric-pressure plasmas investigated in references [18,19] were assumed to have no
spatial dependency within the plasma volume. With this assumption, the collision frequency of the
electrons νm is given by [18,23],

νm = π f1
∆(1/Q)

∆ f / f1
, (15)

while the electron density ne can be obtained from [18,23],

ne =
2ε0me

e2
ν2

m + 4π2 f 2
1

V
∆ f
f1

. (16)

Here, V is the ratio between the effective (electric-field-squared weighted) plasma volume and the
effective (electric-field-squared weighted) cavity volume,

V =

∫∫∫
Vp
|E1|2d3r∫∫∫

Vcav
|E1|2d3r

. (17)

In contrast to in the derivation of Equation (13), the influence of the change in resonance frequency on
the permittivity of the plasma is not taken into account in Equations (15) and (16). The influence of the
assumption of no spatial dependency on the results of investigations of plasma with a spatial profile in
the electron dynamics is investigated in Section 3.3.

A disadvantage of probing a plasma with an electron collision frequency that is much higher
than the probing frequencies is that the relative shift in resonance frequency ∆ f / f1 is much smaller
than would be the case for a non-collisional plasma with the same electron density. For a fres of
3.5 GHz, the ∆ f / f1 is ∼2100 times smaller for a plasma with a νm of 1 THz compared to that with a
νm = 0 Hz. Furthermore, V � 1 for atmospheric-pressure plasmas, which reduces ∆ f / f1 even more.
These atmospheric-pressure plasmas typically have a higher electron density which compensates
(partially) for the two mechanisms described above. However, for the atmospheric-pressure discharges
investigated in our articles [18,19] ∆ f / f1 has been∼4 orders of magnitude smaller than that for typical
low-pressure plasmas.

2.6. Examples of Prior Studies of Collisional Plasmas

To give an impression of typical MCRS results obtained while studying collisional plasmas, two
prior studies of atmospheric-pressure plasma jets are discussed. In the first study [19] the electron
dynamics of the spatial afterglow of a radio-frequency driven atmospheric-pressure plasma jet and in
the second study [20] acoustic waves produced by such a jet were investigated. A schematic overview
of the experimental setup used in both studies is presented in Figure 4. Plasma was created by applying
an RF voltage on the central needle electrode with respect to the cylindrical shell-shaped grounded
electrode. Between these electrodes, a helium gas flow was present which was (partially) ionized by
the electric field between the electrodes. As MCRS is a differential measurement scheme, it requires
periods in which no plasma is present for the measurement to be successful. For this reason, the plasma
was produced for short periods, i.e., 50 µs in these experiments, with a repetition rate frep.

For the MCRS measurements, a cylindrical microwave cavity with a resonance frequency fres of
3.5 GHz for the TM010 mode was used. This mode had a quality factor of Q = 4× 103 and provided a
temporal resolution of ∼ 1 µs. The gas flow and discharge were able to enter and exit the cavity via
concentric holes of 13 mm in diameter in the top and bottom flat walls. A microwave generator was
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used to create the probing signal with power Pin (1 mW) at frequency f = ω/2π. The microwaves
travelled via a directional coupler to a straight antenna that protruded a few mm into the cavity.
Ten percent of the reflected microwaves travelled via the directional coupler to a logarithmic power
detector of which the output was sampled at 10 MHz using a transient recorder. To synchronize this
sampling procedure with the discharges, the recorder and RF power delivery system were triggered
by a pulse/delay generator. As the discharge dynamics were extremely reproducible, it was allowed
to use multiple discharges to create a spectral response for each time step and to reduce noise by
averaging. Setting the applied microwave frequency and saving the data of the transient recorder was
done by in-house developed software.

Figure 4. A schematic representation of the experimental setup comprising the plasma source,
the resonance cavity, and the control and read-out electronics. B. Platier, T. J. A. Staps, M. van der
Schans, W. L. IJzerman, and J. Beckers, Applied Physics Letters, Vol. 115, Article ID 254103, 2019;
licensed under a Creative Commons Attribution (CC BY) license.
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2.6.1. Electron Dynamics

During the period in which RF power was supplied to the needle electrode and the 100 µs directly
after the plasma pulse, the electron dynamics were assumed to be the dominant contributors to the
changes in resonant behavior [19]. The shift of the normalized resonance frequency ∆ f / f1 and the
changes in the reciprocal quality factor ∆(1/Q) are shown in Figure 5a,b, respectively. As the plasma
did not fill the whole cavity, it was necessary for the analysis to determine the plasma occupied
volume and calculate the electric field profile (see Figure 6). The data of this simulation was used in
Equation (17) to calculate V ≈ 1.7× 10−6. This parameter and the temporal data of ∆ f / f1 and ∆(1/Q)

were used to calculate the electron density ne and νeff presented in Figure 5c,d.

Figure 5. Temporal evolution of (a) the relative frequency shift ∆ f / f1, (b) the change of the reciprocal
quality factor ∆(1/Q), (c) the electron density ne, and (d) the effective electron collision frequency νeff

for different plasma repetition frequencies frep. The Roman numerals (I, II, III, and IV) indicate the
four distinctive plasma phases in the experiment. B. Platier, T. J. A. Staps, M. van der Schans, W. L.
IJzerman, and J. Beckers, Applied Physics Letters, Vol. 115, Article ID 254103, 2019; licensed under a
Creative Commons Attribution (CC BY) license.

2.6.2. Acoustic Waves

After the plasma had decayed, phenomena other than the electron dynamics still affected the
response of the cavity as was shown in the second study [20]. A moving average over the data
was used—although at the cost of temporal resolution—to increase the resolution in changes in the
permittivity further. The change in the relative resonance frequency ∆ f / f1 as a function of time for
a frep of 62.5 Hz is shown in Figure 7a. In a subsequent data processing step, the data related to the
period where electron dynamics contributed significantly to the response was removed. The remaining
data were used to calculate the required pressure difference to induce the determined shift in resonance
frequency. In Figure 7b, the magenta line presents the required pressure difference in He to cause the
response of the cavity. The cyan line indicates the data for helium after a second moving average with a
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cutoff frequency of 3.7 kHz. This effect was attributed to changes in the He/air ratio within the cavity
volume. By subtracting these low-frequency components from the original signal, the contributions of
the acoustic waves could be separated. Figure 8 presents the evolution of acoustic waves caused by gas
heating by the plasma.

Figure 6. The electric field magnitude of the TM010 mode inside and in the vicinity of the cavity.
B. Platier, T. J. A. Staps, M. van der Schans, W. L. IJzerman, and J. Beckers, Applied Physics Letters,
Vol. 115, Article ID 254103, 2019; licensed under a Creative Commons Attribution (CC BY) license.

Figure 7. Cont.
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Figure 7. (a) Temporal evolution of the relative frequency shift ∆ f / f1 where the negative values are
indicated in red and the positive shifts in black. (b) The pressure difference ∆p for air (green) and
He (magenta) required to induce a shift in the resonance frequency as presented in (a) are shown.
The cyan line indicates the data for He after a second moving average processing step. B. Platier, T.
J. A. Staps, C. C. J. M. Hak, J. Beckers, and W. L. IJzerman, Plasma Sources Science and Technology,
https://doi.org/10.1088/1361-6595/ab7d8e, 2020; licensed under a Creative Commons Attribution
(CC BY) license.

Figure 8. The evolution of the pressure difference caused by acoustic waves. The dashed lines are there
to guide the eye. B. Platier, T. J. A. Staps, C. C. J. M. Hak, J. Beckers, and W. L. IJzerman, Plasma Sources
Science and Technology, https://doi.org/10.1088/1361-6595/ab7d8e, 2020; licensed under a Creative
Commons Attribution (CC BY) license.
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2.7. Brief Summary

By resolving the changes in resonant behavior of an electromagnetic standing wave, properties of
the material inside the cavity volume and the cavity itself can be determined. For most low-pressure
plasmas, it is sufficient to measure the change in the spectral position of a resonance peak. However,
with the transition towards probing atmospheric-pressure plasmas, the change of the peak’s width also
becomes equally relevant. Moreover, these collisional plasmas induce much smaller changes in the
resonance frequency and therefore require a very good resolution in monitoring the resonant behavior.
One of the disadvantages of studying plasmas that only induce a very small change in resonant
behavior is that it requires to take a large variety of physical phenomena into account, which can affect
the measurements and separating these contributions is not trivial.

3. Results and Discussion

3.1. Increased Accuracy in the Permittivity

The high collisionality of the electrons in atmospheric-pressure plasmas suppresses the change
in the real part of the permittivity, which is responsible for the shift in fres. Hence, an increase in the
accuracy of the determination of the resonance frequency was required for the transition towards
probing atmospheric-pressure plasmas. The typical resolution in the change in the relative permittivity
is∼ 10−3− 10−5 [9,13,39,40]. However, a resolution of∼ 10−7 is reported in exceptional cases [7,41,42].
This value means that the standard deviation in the resonance frequency is less than 1-part-per-5-billion.
In this article, we present an increase of the resolution in the real part of the permittivity by more
than two orders of magnitude to ∼ 4× 10−10 with respect to these works. This improvement in
resolution has been made possible by replacing the trusted transmission scheme [8,31,43–45] by
measurements in reflection mode [14], improving the fitting algorithm [18], increasing the number of
averages [15,18,19], increasing the number of probing frequencies [15,18,19], improving the mechanical
stability of the cavity [19], introducing temperature-corrected apparent frequencies [19], and temporal
averaging [15,20]. To the best of the authors’ knowledge, the resolution in the quality factor has not
been specified earlier. In this article, the best accuracy in ∆(1/Q) was ∼10−6.

In this section, the influence of the number of averages and the frequency step size on the error of
the determined resonance frequency and quality factor is covered to help other users of the diagnostic
method to optimize the total duration of the experiment. The cavity—and the rest of the setup—used
for this study is described in detail in reference [19] and had a fres of 3.51 GHz and a Q of 4×103

for the TM010 mode. The experiment was performed frequency-resolved with 4096 averages of the
temporal responses per probing frequency and a frequency step size of 1 kHz over a range of 3.5075 to
3.5175 GHz. A typical spectral response for the TM010 mode of the cavity is shown in Figure 2.

The characteristic time τ of the used resonant mode was ∼0.36 µs. This means that only 0.4 %
of the resonant field was still remnant after 2 µs and that measurements with these intervals were
assumed to be uncoupled. Within each temporal response, 100 uncoupled samples were obtained.
Due to a technical limitation, the maximum sample interval of 100 ns was shorter than the response
time of the cavity. For this reason, the duration of each temporal response for a single frequency was
200 µs and contained 2000 samples while only 1 in 20 subsequent samples in the temporal response
were used in the analyses.

During the analyses, subsets of the experimental data were selected and used to emulate
experiments for a range of frequency step sizes and a number of averages. The results presented here
were obtained while 1 SLM He flow was passing through the cavity and were very similar to the results
obtained without flow. In both experimental conditions, no discharges were produced. Note that in
the past a larger standard deviation has been observed in experiments with flow compared to cases
without flow. However, this problem has been solved by simultaneously improving the mechanical
stability of the metal structure forming the cavity and its mounting.
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For comparative purposes, the coefficient of variation Ĉv of each emulated experiment
is computed,

Ĉv =
s
x̄

, (18)

where s is the standard deviation and x̄ the mean of the parameter of interest.
Figure 9 presents a graph in which Ĉv is indicated as a function of the frequency step size and

the number of averages. The data related to ∆ f is indicated in blue while red is used for ∆(1/Q).
Squares are used for the parameter study with respect to the number of averages with a fixed frequency
step size of 1 kHz, circles are used for the study with respect to the frequency step size with 4096
averaged temporal responses per probing frequency, and triangles are used for the complete data set
with the maximum number of averages and frequencies (including temporal averaging with a width
of 2 µs). The total duration of the experiment was approximately 4 h, whereas the top horizontal
axis indicates how much shorter the measurement time would have been for the emulated settings.
Note, that the reduction factor is idealized by neglecting, e.g., the time it takes to adjust the probing
frequency on the microwave generator and to save the measurement data.

The used approach was significantly less accurate in determining the Q of a resonant mode than
the resonance frequency. This is not unexpected because Q contained the error in fres in the first order
and more importantly the procedure for the determination of FWHM was less accurate. However,
this exercise shows that the accuracy could be improved by increasing the number of averages and
probing frequencies in an experiment. Other avenues to increase the accuracy will be given in Section 4.

Figure 9. The coefficient of variation, i.e., the normalized standard deviation of ∆(1/Q) (red) and ∆ f
(blue) as a function of the number of averages (square) and the frequency step size (circle). The results
indicated by triangular symbols show the effect of averaging 20 consecutive time steps.
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3.1.1. Size of Frequency Step vs. Number of Averages

Averaging of multiple measurement samples is a routine commonly used to reduce noise in
experimental results. According to theory, the noise reduction follows Nβ, where N is the number of
samples and β the exponent which indicates the noise reduction. In this experiment, N is the number
of probing frequencies multiplied by the number of averages and if applicable multiplied by the
sample width of the moving average. In the ideal case β = 0.5 [46]. Hereof in this section, the exponent
β as a function of the frequency step size and number of averages is investigated.

In terms of this experiment, the exponent β is expressed as,

Ĉv,high

Ĉv,low
=
(Nhigh

Nlow

)β
, (19)

where Ĉv,low and Ĉv,high are the coefficient of variation for the experiment with the least samples and
the most samples, respectively, and similarly for the number of samples Nlow and Nhigh.

Figure 10 presents a graph in which β is shown as a function of the experimental settings.
The emulated experiment with 4096 averages and 1 kHz step size is used as a reference to compare the
other settings to.

For very small frequency step sizes, β is lower than 0.5 and, more importantly, lower than
the equivalent β for the scan of the number of averages. Despite that a parameter scan is only
performed along the orthogonal axes of the parameter space, the results presented in this graph
strongly indicate that it is best to reduce the number of probing frequencies over the width of the peak
to ∼50, i.e., a frequency step size of 200 kHz while the remaining budget in measurement time can be
used for probing additional discharges to increase the number of averages.

The exponent β for the scan of the number of averages fluctuates around 0.5. It can be concluded
that the noise is reduced as expected for stationary noise with a mean which is zero [46]. It appears
that the resolution in Q and fres scales in the same manner with the sample size. The spread in
the exponent β related to the number of averages decreases for the decreasing number of averages.
This can be explained by the principle that the noise becomes smaller when the difference in sample
size becomes larger.

The triangular symbols indicate the exponent related to the increase in resolution by the
post-processing step in which 20 subsequent samples of fres and Q were averaged. It appears that
the reduction of noise by this method is less efficient than that by including additional samples as a
result of probing more discharges. However, this moving average is relatively cheap in measurement
time as it does not require additional discharges. Note that an increase in the sampling frequency to
accommodate the moving average could lead to a longer duration of the experiment as more data
needs to be saved. It is also important to mention that a moving average acts as a low-pass filter.
Hence, it increases the ‘tardiness’ of the response of the cavity.
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Figure 10. The exponent β which indicates the noise reduction in ∆(1/Q) (red) and ∆ f (blue) as a
function of the number of averages (square) and the frequency step size (circle) with respect to the
reference measurement with 4096 averages and a frequency step size of 1 kHz. The results indicated by
triangular symbols show the effect of averaging 20 consecutive time steps. The theoretically expected
β is indicated by the horizontal dashed line.

3.1.2. Influence of the Quality Factor

There is a trade-off between temporal resolution and spectral resolution in fres considering a fixed
amount of measurement time. A resonant mode that can respond fast has a broad peak and finding
the spectral position of a wide peak accurately is more difficult than finding that of a narrow peak.
The characteristic time τ of a resonant mode is proportional to the width of the peak and therefore to
the error in the position. In the previous paragraph, it was shown that the error in the determination
of the permittivity decreases with N0.5. For this reason, the duration of an experiment scales inverse
quadratically with the change in temporal resolution while maintaining the same resolution in fres.

In the description above, it is assumed that the position of the resonance frequency barely changes.
This is true for experiments at atmospheric pressure as discussed in references [18–20]. However,
in experiments in which the shift of the resonance frequency is significant—with respect to the width
of a peak—temporal resolution becomes less expensive. A hand waving argument for this is to
accommodate an increase in temporal resolution, the Q must decrease, which causes the peak to widen.
As the ideal number of probing frequencies over the width of a peak is fixed, the total number of
probing frequencies within the frequency range over which the resonance peak shifts decreases.

The resolution in Q does not change with a change in Q as long as the number of probed
frequencies within the width of a peak is kept constant. However, in the analysis, the parameter
∆(1/Q) is used and the resolution of ∆(1/Q) is better for high Q. For small changes in Q, the resolution
in ∆(1/Q) is inversely proportional to Q.
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A very important property is the prominence of a resonance peak, i.e., the depth which is
determined by the efficiency of the coupling of the microwaves into the cavity. Experimentally,
a coupling of at least 10 dB appeared to be required to obtain decent results.

3.2. Contributors to Changes in the Resonant Behavior

The resonant behavior of a standing wave is influenced by perturbations in the cavity volume and
changes related to the walls surrounding the cavity volume. As the resolution in resonant behavior of
the diagnostic method has significantly increased over the last years, the diagnostic method is now
sensitive enough to measure an extended range of phenomena. The different contributors to changes
in the properties in the volume of the cavity are discussed in the section below and thereafter the
influence of the temperature of the cavity walls is covered.

3.2.1. Contributors to Perturbations in the Cavity

The improvement of the resolution of MCRS in measuring changes in the permittivity made
it possible to probe a range of processes that were previously out-of-range. Examples of this
expanded functionality are the detection of acoustic waves and small changes in gas composition [20].
These contributions were separated from the electron dynamics and each other by deploying filters
in the time and frequency domain. However, this required, due to the complexity, an extensive
understanding of the investigated processes.

Some of the other properties that could be probed (non-selectively) are the temperature of the
gas, thermal expansion of materials, humidity, position and shape of an item, gas flow fluctuations,
oxidation processes, vapour in walls, bulk density of particles in the air, structure of materials,
and water density [47,48]. Indirectly, MCRS could resolve information concerning photon energies,
photon fluxes, ionization cross sections, magnetic fields, diffusion properties [1,13–15,49], radioactive
decay, etc.

The electron density and permittivity are macroscopic material properties and with the improved
detection limit presented in this article an electron density of only∼0.1 mm−3 can be resolved. With the
typical dimensions of the cavity, electron densities as such may no longer be described by macroscopic
properties. Moreover, the collection of electrons and ions may no longer be a plasma.

Furthermore, with the improved resolution, the background ionization level may no longer be
neglected. For example, changes in the temperature of the electrons could lead to anomalies like
negative shifts as discussed in reference [49].

All the properties discussed above are related to the permittivity. However, with the recently
developed very high resolution in the resonant behavior, it might be that the assumption of no change
in the permeability is no longer valid.

3.2.2. Influence of the Cavity Walls’ Temperature

Temperature-corrected apparent frequencies are introduced to compensate for thermal expansion
of the cavity [19]. This apparent frequency fap, which is derived in Appendix A, is given by:

fap(Tcav) =
f

1 + α(Tcav − T0)
, (20)

where f is the applied microwave frequency, α the thermal expansion coefficient of the cavity’s
wall material, Tcav the temperature of the walls during the measurement set with the same
probing frequency f , and T0 a fixed temperature for the whole measurement set. In reference [19],
the temperature of the cavity was measured with ∼1 mK resolution for each set of temporal responses
with the same probing frequency. In the analysis of the measurement data, the probing frequency is
corrected for temperature fluctuations. The correction in frequency for thermal expansion of copper
(α = 16.5× 10−6 K−1 [50]) walls—as used in reference [19]—is approximately 58 kHz/K. For a similar
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cavity surrounded by aluminium (α = 23.1× 10−6 K−1 [50]) as used in reference [18] the size of the
correction is ∼81 kHz/K. Although the introduction of temperature-corrected apparent frequencies is
a step forward, the approach does not correct for changes in the conductance σ of the cavity’s walls due
to variations in Tcav which affects the width as well as the position of the peak. The two responsible
mechanisms for this dependency are treated below.

The first mechanism is related to the Ohmic losses in the cavity’s walls and is explored by an
experiment. A vector network analyzer and the metal structure surrounding the cavity described in
reference [18] were used to investigate the influence of its temperature on the quality factor of the
TM010 resonant mode. A temperature-stabilized box was used to control the temperature of the cavity.
Note that in this box the temperature of the gas was used to control Tcav and consequently also the
permittivity of the gas was unintentionally changed [17].

Figure 11 presents a graph of the obtained Q as a function of Tcav and a linear fit through the
measurement data.

Figure 11. The quality factor Q as a function of the temperature of the metal structure surrounding the
cavity Tcav. The circles represent the measurement data and the dashed line is obtained by a linear fit
procedure using the experimental data.

The error bars in the figure represent the standard deviation in the determined Q in the set of
measurements for the same temperature. The derivative of the fit ∆Q

∆Tcav
= −0.8 translates into a ∆(1/Q)

of ∼3 × 10−7 for a temperature difference of 1 K. This is one order of magnitude below the best
lower-detection limit for ∆(1/Q) as presented in Section 3.1.

Although this mechanism is below the detection limit for the determination of the changes in the
imaginary part of the permittivity of our previous studies [18,19] for small temperature variations,
it might still affect the determination of fres. To estimate the extent of this effect, the change in the
distance from the resonance frequency to the spectral position of the frequency corresponding to the
Full-Width-at-Half-Maximum (FWHM) is investigated. This spectral distance equals the difference in
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half of the FWHM. The change in the FWHM ∆FWHM due to a change in Tcav from 300 to 301 K is
expressed via Equation (1) as,

∆FWHM = fres
( 1

Q301K
− 1

Q300K

)
, (21)

where Q301K and Q300K are the fitted values of the quality factor for the temperatures 301 and 300 K,
respectively. In this example and for this position in the peak, the correction term of the spectral
position ∆FWHM

2∆Tcav
should be ∼0.5 kHz/K. Although this effect is measurable, it is significantly smaller

than the correction term of several tens of kHz/K due to thermal expansion of the cavity walls. Hence,
the complex relationship between the change in the width of the peak and quality factor is not taken
into account. The complexity of correcting for this effect lies in the fact that the correction term
of the probed frequency depends on the spectral distance to the resonance frequency. Due to the
frequency-resolved measurement approach used in the experiments at atmospheric pressure [18–20],
it is very difficult to determine the spectral distance because the data in a spectral response for a single
time step is obtained with variations in the temperature of the cavity.

The other mechanism in which the conductance σ of the wall influences the response of a cavity
is via the skin depth of the resonant field into the metal walls, which makes the cavity appear to be
a bit bigger for the microwaves than the physical dimensions of the cavity. The magnitude of this
mechanism is estimated for the TM010 resonant mode and the setup used in reference [18]. The skin
depth δ is expressed as [51],

δ =

√
ρ

π fresµ0µr
, (22)

where ρ is the resistivity (ρ = 1/σ) and µr the relative permeability, which is 1.000022 for
aluminium [52].

The resistivity ρ of aluminium [50] is used and interpolated in order to calculate the skin depth
for 300 K and 301 K. The difference in δ between the two temperatures is ∼3 nm, which translates into
a ∆ fres

∆Tcav
of 0.3 kHz/K assuming the microwaves penetrate a single skin depth into the opposing walls

on both sides. Hence, also the change in resonant behavior due to the alteration of skin depth is much
smaller than the effect that thermal expansion induces on the resonant behavior. However, this effect
is also well within the measurement range with the renewed resolution discussed in Section 3.1.

To recapitulate, a change in the temperature of the metal structure surrounding the cavity affects
the resonant behavior in three ways: thermal expansion of the cavity, widening of the peak due to
Ohmic losses, and a change of the skin depth making the cavity ‘virtually’ larger. Thermal expansion
of the cavity’s walls appeared to be the dominant process and is, therefore, the only mechanism that
is taken into account in the temperature-corrected apparent frequencies. Please be aware that for
different wall materials and dimensions of the cavity itself, the extent of each of these contributions
should be reconsidered.

3.3. Inhomogenous Plasmas

For plasmas with a spatial dependency of the plasma parameters, there is a fundamental challenge
in disentangling the contributions of ne and νm to the changes in the cavity volume averaged
complex permittivity ε̃. This paragraph discusses the factors that impede the separation of these
plasma properties.

When low-pressure plasmas are investigated, MCRS yields a cavity volume averaged
electric-field-squared-weighted electron density n̄e. This parameter is defined as follows [14,39],

n̄e =

∫∫∫
Vp

ne(r)|E1(r)|2d3r∫∫∫
Vcav
|E1(r)|2d3r

. (23)
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As users of the diagnostic method are familiar with this definition, ν̄m is defined here in a similar
fashion for the collision frequency of the electrons,

ν̄m =

∫∫∫
Vp

νm(r)|E1(r)|2d3r∫∫∫
Vcav
|E1(r)|2d3r

. (24)

In the two prior MCRS studies of atmospheric-pressure plasmas [18,19], it was assumed that the
electron dynamics are uniform over the plasma volume. This assumption has been used because only
one resonant mode has been used and the spatial information concerning the electron dynamics got
lost due to the nature of the MCRS approach. In the analysis of these experiments, the contributions of
the electron density and the effective collision frequency to the changes in resonant behavior of the
resonant mode have been separated by Equations (15) and (16), which have been derived with the
assumption of a uniform plasma volume.

After substituting Equations (9) and (10) back into Equations (15) and (16)—purely to assess
the error when using Equations (15) and (16) in a non-uniform plasma—Equations (25) and (26) are
obtained. In general, this substitution is not valid because Equations (15) and (16) already assume
that ne and νm are homogeneous. The relatively complicated and somewhat arbitrary definition and
method of weighing of the collision frequency ν̂m and the electron density n̂e are revealed by the
following two equations,

ν̂m =

∫∫∫
Vp

νm(r)
ne(r)

ν2
m(r) + 4π2 f 2

1
|E1(r)|2d3r∫∫∫

Vp

ne(r)
ν2

m(r) + 4π2 f 2
1
|E1(r)|2d3r

, (25)

n̂e = (ν̂2
m + 4π2 f 2

1 )

∫∫∫
Vp

ne(r)
ν2

m(r) + 4π2 f 2
1
|E1(r)|2d3r∫∫∫

Vp
|E1(r)|2d3r

. (26)

In comparison to the electric-field-squared-weighted electron density used for low-pressure
plasmas (Equation (23)), the method of weighing has become more complex and the outcome less
predictable when spatially-dependent plasma parameters are introduced.

To get insight in the sensitivity of the difference between the two definitions of the means,
a hypothetical plasma comprising two regions Vp,1 and Vp,2 is investigated. For this thought
experiment, it is assumed that

∫∫∫
Vp,1
|E1|2d3r =

∫∫∫
Vp,2
|E1|2d3r and that the applied microwave

frequency fres = 3.5 GHz. In region 1, the electron density ne,1 = 1015 m−3, and the collision frequency
of the electrons νm,1 = 107 Hz, while in the second region the electron density ne,2 and collision
frequency of the electrons νeff,2 are varied.

Firstly, the influence on the determination of the collision frequency is investigated. The ratios
between ν̄m and the electric-field-squared weighted mean of ν̂m are shown in Figure 12a for a range of
values of ne,2 and νm,2. The outcome of the two definitions is identical when the collision frequencies
are the same in the two regions and when the electron densities are the same. However, the latter is a
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consequence of the division of the two plasma regions in the mode structure instead of a general rule
as can be seen in the simplified relation (ne,1 = ne,2) based on Equation (25) presented below,

ν̂m =

νm,1 + νm,2
ν2

m,1+4π2 f 2
1

ν2
m,2+4π2 f 2

1

∫∫∫
Vp,2

|E1(r)|2d3r∫∫∫
Vp,1

|E1(r)|2d3r

1 +
ν2

m,1+4π2 f 2
1

ν2
m,2+4π2 f 2

1

∫∫∫
Vp,2

|E1(r)|2d3r∫∫∫
Vp,1

|E1(r)|2d3r

. (27)

The discrepancies between the results of the two definitions increase when the properties of the two
regions become more diverse. For increasing differences between νm,1 and νm,2 the ratio converges to
almost 5 orders of magnitude from unity for this arbitrary parameter range. This means that the spatial
profile of the collision frequency greatly influences the obtained ν̂m. Even for low-pressure situations
where the collision frequency does not exceed the applied microwave frequency [6], this discrepancy
in the outcome for the two definitions might be extremely relevant. For this reason, users of MCRS
should hedge concerning the obtained electron collision frequency, even more so concerning the
electron temperature as it requires an additional assumption: the type of Electron-Energy Distribution
Function (EEDF).

Secondly, the sensitivity of the outcome in terms of the electron density to spatially dependent
plasma parameters is explored. The difference between the two definitions is visualized in Figure 12b.
Herefrom, it can be concluded that the electron density distribution is represented well by n̂e for
νm,i � 2π fres. For higher collision frequencies, the outcome becomes less predictable. n̂e is an
overestimation—even to the point that n̂e could be higher than all local values—when in one region
the collision frequency is the highest while the electron density is lowest. An underestimation is
observed when the electron density and collision frequency are lowest in the same region. Note that
these anomalies only occur when the collision frequency is not uniform over the plasma volume.

Concluding, ν̂m and n̂e might misrepresent the actual profile of the collision frequency and the
distribution of the electron density for plasmas with a spatial dependency. It is shown that using
Equations (15) and (16) potentially results in large errors when not carefully considered in non-uniform
plasmas. This challenge can be circumvented by describing the plasma with the complex permittivity
obtained by single- or even multi-mode MCRS. Moreover, by combining the information obtained
by monitoring multiple resonant modes, a more accurate separation of plasma parameters can be
realized. For users of the diagnostic method that do not want to abandon the usage of ne and νm,
it is highly recommended to ensure that there is no spatial profile in the collision frequency or in the
electron density and for the usage of ne that νm(r) � 2π fres. Furthermore, a new definition for the
means of the plasma parameters and a novel method to separate the contributors ne and νm should
be considered. Alternative definitions could potentially even be used to verify the assumption of a
uniform plasma volume.
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Figure 12. The ratio between the plasma parameters, i.e., (a) the collision frequency of the electrons
and (b) the electron density, obtained by the measurement approach used for collisional plasmas and
the electric-field-squared-weighted averaged values as a function of the collision frequency in region 2
νm,2 for several ne,2.

3.4. Accuracy in V

In the current approach, the determination of the ratio of the obtained effective plasma volume
and the effective cavity volume V limits the accuracy in the electron density significantly [18,19].
The difficulty lies in determining the plasma occupied volume accurately and this is especially
important since the resonant field strength is not uniform in the immediate region of the plasma
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in these investigations. In these two MCRS studies, the field is—due to the perturbation of the resonant
field by the concentric holes in the walls which allow the discharge and gas flow to enter and exit the
cavity—weaker near the geometry which produces the plasma and becomes stronger towards the
heart of the cavity. This means that the error in the volume translates more than linearly into an error
in V and subsequently in ne. Possibilities to reduce the error in V are conveyed below.

Making the cavity appear ‘virtually’ larger for the microwaves by using a high permittivity
material as concentric filling while the plasma remains concentrically on the axis, reduces the leakage of
the microwave field out of the concentric holes in the top and bottom faces of the cavity. This approach
will reduce the non-idealities in the resonant field. Therefore, the field will be more homogenous along
the axial and radial directions near the holes in the metal structure. Hence, for small plasmas V will
scale more linearly with the Vcav and this will improve the accuracy in V . Moreover, the presence
of the high permittivity material will also lower fres, which also reduces the lower detection limit of
νm slightly (Equation (15)). An advantage of using a high permittivity material over increasing the
dimensions of the cavity volume is that, as explained and applied in reference [14], V remains large.

Another method to reduce the non-uniformity of the resonant field caused by the holes in the
cavity is the addition of reflecting waveguides to the design. More information relating to this topic
can be found in, for example reference [51].

A less elegant approach to reduce the effect of the concentric holes on the resonant field is reducing
the size of the holes. By doing so the resonant field is indeed less perturbed from the ideal resonant
field profile. However, the smaller holes affect the plasma to a larger extent via the changes in the gas
flow and plasma-induced electric fields.

Reducing the height of the cavity to the point that plasma is longer than the height of the
probing volume helps to increase the accuracy in V as one dimension, i.e., the axial, no longer
needs to be determined. Further advantages of this approach are: V could become larger as the
non-plasma occupied volume decreases, and smaller spatial variations of the plasma parameters in
the probing volume can be expected. The latter could help to reduce the effect discussed in Section 3.3.
Another advantage of this approach is that the plasma can be probed spatially by moving the cavity
with respect to the plasma and using multiple positions to probe the discharge.

In experiments in which the plasma is confined by, e.g., a glass tube, the volume occupied by
the plasma is clearly defined. This translates into a reduced uncertainty in V . Approaches to correct
the resonant field for the presence of the glass tube could be used to improve the accuracy even
further [7,28,53].

A single determination of V for all discharge settings and timesteps in an experiment is used in
references [18,19]. Using (I)CCD camera images to determine the volume occupied by the plasma
over time and subsequently, of V would be a huge improvement. Please note that free electrons can
exist outside the light-emitting volume and light can be emitted in regions where no free electrons
are present.

As discussed in Section 3.3, the used definitions of ne and νm are a bit arbitrary. Redefining the
method of weighing of the plasma parameters over the plasma volume is a more semantic solution
and could be an avenue to move the inaccuracy in V from the determination of n̂e to ν̂m. This approach
is especially interesting if the collision frequency is not of interest.

3.5. Lower Limit for the Permittivity

As discussed previously in this article, the shift of the resonance frequency scales linearly with
the changes in the real part of the permittivity—being proportional to the electron density—according
to the following equation,

∆ f
f1

=
e2

2ε0me

∫∫∫
Vcav

ne(r)
ν2

m(r) + 4π2 f 2
2
|E1(r)|2d3r∫∫∫

Vcav
|E1(r)|2d3r

. (28)
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As in the derivation of the equation, it is assumed that the microwave field is not perturbed by
the presence of the plasma, the linearity of this relation holds in a limited range of plasma parameters.
The plasma parameter space suitable to be explored by MCRS is investigated and redefined in
this section.

For this study a uniform (non-)collisional plasma in a coaxial geometry as shown in Figure 13
is assumed.

Figure 13. The coaxial geometry where the outer cylinder is the volume occupied by the resonance
cavity and the inner cylinder is an homogenous plasma column.

The cylindrical cavity with a height L and a radius r2 contains a homogenous coaxial plasma
column with a radius r1. The permittivity and permeability of region 1, i.e., the core, are ε1 and µ1,
respectively. The properties of the outer region, also referred to as region 2, are described by ε2 and µ2.
Based on the boundary conditions of the coaxial geometry, a characteristic equation for the microwave
field in the aforementioned geometry is derived from first principles in the Appendix B in order to
redefine the limitations of the diagnostic method. The found relation can be used to determine the
angular resonance frequency ωres. The characteristic equation is expressed as,[

J′11
J11

k2

k1

ε1

ε0

(
J22N21 − N22 J21

)
− ε2

ε0

(
J22N′21 − N22 J′21

)]
[

J′11
J11

k2

k1

µ1

µ0

(
J′22N21 − N′22 J21

)
− µ2

µ0

(
J′22N′21 − N′22 J′21

)]
(29)

=

(
1
k2

1
− 1

k2
2

)2(mkzk2

r1k0

)2(
J22N21 − N22 J21

)(
J′22N21 − J21N′22

)
.

where J and N are the Bessel functions of the first and the second kind, respectively, and their
derivatives are J′ and N′. For clarity the following abbreviations,

J11 = Jn(kρ,1r1), J21 = Jn(kρ,2r1), J22 = Jn(kρ,2r2), (30)

are used, equivalently for J′, N, and N′. The governing wavenumbers k0, kz, k1, and k2 are given by,

k0 =
ωres

c
, kz =

pπ

L
, k1 =

√
ω2

resε1µ1 − k2
z, k2 =

√
ω2

resε2µ2 − k2
z. (31)

where p is the mode index for the z-direction, m determines the number of nodes of the field profile
along φ, while the nth root of Equation (29) relates to the radial mode index n.

Computer code based on the characteristic Equation (29) is written in order to calculate resonance
frequencies of the coaxial geometry. This implementation is able to resolve resonance frequencies for
ε0 = ε1 = ε2 and µ0 = µ1 = µ2 with a difference of only a few Hz (∼ 1 part in 1 billion) from the solutions
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for the ideal resonance cavity [54]. This test case not only suggests a correct implementation of the
model but also provides an estimate of its accuracy.

The putative limit for the regime in which the resonance frequency shift scales linearly with the
electron density is ωpe � ω [23,25,26]. However, several important mechanisms are not considered
in this limit. When ωpe = ω and νm = 0 Hz, the permittivity of the plasma is zero and for this reason,
it is assumed that the electron density in the plasma is sufficiently high to prevent the penetration
of the microwaves into the plasma. For collisional plasmas, the reputed limit becomes even more
stringent as the minimum permittivity is then larger than 0. Hence, this limit needs to be expanded for
collisional plasmas to ωpe �

√
ω2 + ν2

m in order to take the electron collisions into account and keep
the threshold for the permittivity at ε = 0. This expanded limit is indicated at ∆εr = −1 in the graphs in
this section.

In this work, a deviation of 10 percent from the linear response of ∆ f
f1

due to the perturbation
of the resonant field is deemed as acceptable. Here, f1 is the calculated resonance frequency when
both regions are considered to be a vacuum. The point where the deviation becomes larger than this
threshold is indicated by a circle in the graphs in this section. The interaction of the plasma with the
microwave field is studied for two different cases—the plasma region at a node of the resonant field
and at an antinode—both cases are discussed below.

3.5.1. Plasma at an Antinode

The relative frequency shift ∆ f
f1

is investigated for resonant modes where the electric field is large
at the position of the plasma. For the TM010 mode, the response is investigated for four plasma radii
(r1 = 10−3 m–10−6 m) as a function of the change in the relative permittivity of the plasma region.
The results are presented in Figure 14. This graph shows that for the plasma radius of 10−3 m the shift
of the resonance frequency is—as expected—the largest. All four maximum permitted changes in the
permittivity lie beyond the reputed limit. The smallest radius allows for a ∆εr of approximately of 106

or in archaic terms ωpe
ω ∼ 1000 while assuming νm = 0 Hz. The maximum permitted ∆ f

f1
for all four

radii is ∼10−2 and this means that the linear regime is limited by the total number of electrons in the
plasma volume. The fact that the maximum permitted ∆ f

f1
does not depend on the size of the plasma

(for r1 � r2) is a great advantage for users of the diagnostic method.

Figure 14. Cont.
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Figure 14. Investigation of the linearity of the relative resonance frequency shift ∆ f
f1

as a function of the
change of the relative permittivity ∆εr of the TM010 and TM110 mode for four plasma radii. The vertical
dashed line at −∆εr = 1 indicates the expanded putative limit of the Microwave Cavity Resonance
Spectroscopy (MCRS) diagnostic method and the circles indicate where the response is no longer linear.

Figure 15 shows that for a plasma radius of 10−4 m the ∆ f
f1

also starts to deviate strongly around

10−2 for the TM010, TM020, TM030, and TM040 mode.

Figure 15. Cont.
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Figure 15. Investigation of the linearity of the relative resonance frequency shift ∆ f
f1

as a function

of the change of the relative permittivity ∆εr of the plasma (rp = 10−4 m) for eight resonant modes.
The vertical dashed line at −∆εr = 1 indicates the expanded putative limit of the MCRS diagnostic
method and the circles indicate where the response is no longer linear.

3.5.2. Plasma at a Node

The linear response regime of a set of four resonant modes, which have a minimum electric field
strength at the centre of the cavity where the plasma is located, is investigated here. The response of
the TM110 mode for several plasma radii as a function of ∆εr is shown in Figure 14. The smallest two
plasmas geometries do not induce a shift within the range of parameters investigated here which is
measurable with the current resolution in the real part of the permittivity.

In contrast to the response of the cavity with the plasma at an antinode, the maximum permitted
frequency shift does depend on the plasma radius for the TM110 mode. This can be explained by
the fact that the electric field strength deviates strongly nearby the heart of the cavity for the TM110.
The maximum permitted ∆ f

f1
for the four resonant modes with a node in the center of the cavity (TM110,

TM120, TM130, and TM140) and rp = 10−4 is approximately 10−5–10−6. The calculations show that for
the same plasma radius a larger perturbation by the plasma is allowed when the plasma is located at
a node.

To recapitulate, the maximum permitted change in permittivity for MCRS to deliver trustworthy
results depends on the dimensions of the plasma and the position in the mode structure, i.e., the local
electric field value. Moreover, the limit that the plasma electron frequency must be much smaller
than applied angular frequency is a very conservative and therefore unfit as a limit for the diagnostic
method as done often in literature [23–26].

3.6. Penetration of the Microwave Field into the Plasma

As the approach to investigate the linearity of the resonance frequency shift—with that the
perturbation of the resonant field—treated in the previous section is laborious, a more practical limit
related to the conductivity of the plasma is investigated here. Previously the skin depth has been
used as a parameter to limit the range of plasmas parameters which can be probed by MCRS [18,25].
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According to this limit, the plasma radius must be smaller than the skin depth for successful MCRS
measurements. Assuming an unmagnetized plasma, Equation (22) for the skin depth δ reduces to,

δ =

√
ρ

π fresµ0
. (32)

For calculating ρ, the following definition for the conductivity σ (ρ = 1/σ) is used [55],

σ = νmε0
ω2

pe

ν2
m + 4π2 f 2

res
. (33)

Using Equations (4) and (7) while assuming ε̃r,gas,1 = ε̃r,gas,2 and ne = 0 m−3 for the unperturbed state,
the following equation can be obtained for the real part of the change in the permittivity <

(
∆ε̃
)
,

<
(
∆ε̃
)
= ε0

ω2
pe

ν2
m + 4π2 f 2

res
. (34)

This equation can be used to rewrite Equation (33) to,

σ = νm<
(
∆ε̃
)
. (35)

The obtained equation can subsequently be used to express the skin depth as a function of the electron
collision frequency νm and the change in permittivity ∆ε̃ with respect to ε0,

δ =

√
1

π fresµ0νm<
(
∆ε̃
) . (36)

The motivation to rewrite the skin depth in terms of a change in permittivity instead of the conductivity
becomes evident when later in this paragraph the skin depth is compared with the results from the
previous section.

Figure 16 presents a graph of δ as a function of −∆εr for a variety of electron collision frequencies
(νm = 1010, 1011, and 1012 Hz). The data show that the skin depth decreases with an increase in νm

and increasing −∆εr, i.e., plasma density. According to the limit described by the skin depth and the
plasma radius rp, the plasma parameter space represented by the area below a line does not suffer
from a significant perturbation of the microwave field.

Figure 16. The skin depth of a plasma for three collision frequencies as a function of the change in
permittivity ∆ε̃ with respect to ε0. Furthermore, the parameters in which the shift of the resonance
frequency no longer scales linearly with a change in permittivity are indicated by circles for a variety
of modes—red circles for plasma at an antinode and black circles for at a node—and plasma radii.
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In the previous section of this article, the change in relative permittivity ∆εr for which the shift of
the resonance frequency starts to deviate more than 10 percent was determined for a range of plasma
radii rp and several resonant modes. These points are indicated by a red circle when the coaxial
plasma column was located at an antinode and by a black circle when the plasma was positioned at
a node. These points show a similar dependence on the plasma radius as the skin depth. It appears,
depending on the selection of resonant mode and collision frequency, that the limit rp < δ is in
most cases too optimistic in limiting the range of plasma parameters that can be probed. This is
not surprising as the number of passes of the EM-field in a cavity is large—the quality factor is a
good estimate for the number of passes—and therefore the waves should be able to penetrate the
plasma without much attenuation and reflection per pass. An improvement of the limit would be
rp � δ. As this limit is in good agreement with the results from the previous section and is very
intuitive, it is a good candidate for a practical limit for the MCRS diagnostic approach when studying
collisional plasmas. However, this limit is in some cases too stringent in indicating the range of plasma
parameters which can be probed by MCRS.

4. Recommendations

With the lessons learned from the previous sections, the authors would like to hint towards the
following potential avenues for future research.

• Investigating the laser-droplet interaction in extreme ultraviolet light sources [56] during the
laser pre-pulse impact, main pulse impact, and temporal plasma afterglow phase using MCRS
could contribute to improved insight in the dynamics under these complex and highly interesting
conditions;

• Experimenting on tunable monochromatic ionizing radiation—e.g., from a free-electron
laser [57–60]—makes the interpretation of measurement data easier and could, for example,
be used to gain a fundamental understanding of photoionization processes and improved design
of an ionizing beam monitor based on MCRS [14,49];

• Developing a multiple-frequency microwave interferometer could enable the investigation of
plasmas, which do not allow for the presence of a cavity as is the case in the experiment described
in, e.g., reference [61]. Advantageous of such a system is that the permittivity is different for each
frequency and a fit function can be used to improve the accuracy of the results. This approach
would be additionally accurate when frequencies well below and above the electron collision
frequency are used;

• The background ionization plays an important role in the ignition of a plasma [62]. This property
is very difficult to measure directly and the required resolution of MCRS is now within reach
thanks to recent developments. Two MCRS-based approaches to investigate the background
ionization level are proposed below:

– The first approach requires a change in the collision frequency without a change in the
electron density and the collision frequency of one of the states, which can be obtained by
e.g., calculations based on cross-section data. As the expected changes in resonant behavior
are only ∆ f / f1 ∼ −10−9 and ∆(1/Q) ∼ 10−10 (for ν1 = 50 GHz, ν2 = 1 THz, ne,1 = ne,2 =

109 m−3 and fres = 3.5 GHz), it will require a high sensitivity in the measurement approach;
– In the second approach, no restrictions to changes in the electron dynamics are required.

The collision frequencies and electron densities need to be determined which requires
the usage of at least two resonant modes or another diagnostic method to determine the
collision frequencies.

The polarizability of the medium depends on its temperature [17] and this complicates the
execution of the proposed experiments. Other factors which need to be taken into account
are the expansion of the cavity volume and the change in conductance of the walls due to
temperature variations.
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Some general advice and ideas for (potential) users of the MCRS method are listed below.

• As MCRS is sensitive to almost everything, it is crucial to separate the different contributions to the
detected change in resonant behavior. A step forward would be to perform MCRS measurements
using multiple cavities in parallel in one solid block of metal. An example of this approach would
be one cavity—preferably in vacuum conditions—could be used to monitor the conductivity and
the dimensions of the metal structure surrounding the cavity, another without a discharge to
compensate for the properties of the gas and a third to monitor the discharge;

• Section 3.5.2 demonstrated that not all higher-order modes are sensitive enough—when the
plasma is placed at a node—to probe the electron dynamics of an atmospheric-pressure plasma
jet. However, these could be used to study plasma-produced acoustic waves. This is another
approach to separate contributions to changes in resonant behavior;

• The measurement time or the number of cavities can be reduced by applying multiple frequencies
simultaneously in one cavity and separating the responses by an electronic filter;

• Resonant modes with the same cut-off frequency are referred to as degenerate modes. The usage
of these type of modes can be cumbersome because the microwave field in a cavity tends to
alternate over time between these modes. Furthermore, the fitting becomes more complex when
resonance peaks (almost) overlap. For these reasons, degenerate modes should be avoided or all
but one excluded in the design of a cavity;

• Integrating the antenna with (a part of) the cavity walls would result in a smaller perturbation
from the ideal resonant field. Hence, this would result in more accurate usage of calculated
electromagnetic field profiles;

• Manufacturing a stable cavity proved to be difficult. Vacuum soldering of the parts to create
a metal structure—which forms the cavity—from one solid metal block showed the best
approach. This approach with a solid cavity and correcting the response for temperature
fluctuations is completely contradictory to the inventions in which the response of the cavity is
temperature-stabilized by moving parts [63–66];

• The accuracy in determining the quality factor is lower than that of the resonance frequency.
For this reason, it might be beneficial to use the change in the resonance frequency of multiple
modes to separate the contributions of the electron density and the collision frequency to changes
in resonant behavior. This approach requires the cavity to be filled homogenously with plasma
and large differences between the resonance frequencies of the modes. Other methods to measure
Q [2] potentially provide a higher resolution than the approach used in our prior works.

Some practical advice with a strong focus on the experimental setup and method used in
references [18–20].

• The current approach—with frequency-resolved measurements—requires many reproducible
discharges. A more direct scheme with good temporal resolution would be a huge step forward.
Examples of approaches that require less complicated analysis, although with a poor temporal
resolution, are described in the following articles [7,41,67].

• In all MCRS experiments performed by the authors, an equidistant frequency domain is used.
The spectral positions of the probing frequencies can be optimized by allowing non-equidistant
positions between two subsequent positions in the frequency domain. This will reduce the
measurement time or increase the resolution in permittivity;

• Commercial network analyzers provide a calibration procedure to compensate for non-ideal
properties of the load. The setup used here does not have such a function and therefore undesired
oscillations are present in the spectral response. An example of a spectrum with these oscillations
can be seen in Figure 2 of reference [18]. These undesired features increase the error in the results
and can be troublesome for the user. Users would benefit from similar functionality as available
in network analyzers;
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• In the experiments performed by the authors, only cylindrical cavities were used. Cuboid cavities
do not suffer from rotation of the resonant field of higher-order azimuthal modes due to
e.g., perturbations by the plasma and could help to increase the accuracy of the results;

• Tuning of the antenna in a cavity is a very important step to obtain good results. Positioning the
antenna with a micrometre screw gauge would be a good improvement to the current design of
the cavities.

5. Conclusions

In this review article, a manifesto is presented for probing collisional plasmas with Microwave
Cavity Resonance Spectroscopy. The discussed topics might be able to help to further develop
the diagnostic method and explain unexpected results. The main messages of this article can be
summarized as follows:

1. The resolution in the resonant behavior—and therefore in the permittivity—is improved by several
advancements in the measurement approach. Based on an experimental study, the dependency of
this resolution on the number of averages and the size of the frequency sweep step is explained
and translated to the optimal parameters with respect to the needed measurement time and
resolution. Additionally, the influence of the quality factor on the resolution is explained;

2. As smaller changes in the resonant behavior can be resolved due to recent improvements
of the method, the electron dynamics are no longer the only contributor to changes in
the permittivity during plasma experiments. The improvements to the diagnostic method
enabled measuring—non-selectively—a new range of physical properties, e.g., gas composition,
gas pressure, and the number density of metastables, etc. For this reason, we recommend thinking
of permittivity as the main parameter when analyzing MCRS measurements rather than ne and
νm. Furthermore, a more detailed description is given of the temperature-corrected apparent
frequencies that have been introduced in [19];

3. For plasmas where the collision frequency of the electrons could not be neglected with respect to
the applied angular microwave frequencies and also have a spatial dependency, the interpretation
of the measurement data and the obtained ne requires special care. The determination of the
collision frequency of the electrons in a plasma with a spatial profile is very susceptible to errors
of multiple orders of magnitude;

4. In the two MCRS studies of atmospheric-pressure discharges [18,19], a camera was used to
determine the volume which is occupied by the plasma. This volume together with the calculated
resonant field profile is used to estimate the effective volume ratio V . The uncertainty in the
volume occupied by the plasma, and subsequently in V , limits the accuracy of the determination
of the electron density to its order of magnitude [18]. A set of improvements concerning this topic
is proposed;

5. The linearity of the shift in resonance frequency with the change of permittivity—or more
traditionally the electron density—is investigated for a wide range of plasma parameters such as
geometric dimensions, electron-neutral collision frequencies, and electron densities. Moreover,
the correlation between the radius and the position of the plasma column with the mode structure
is explored in relation to the lower limit of the permittivity or in archaic terms the upper limit of
the electron density. In all investigated conditions, the putative limit ωpe � ω was too stringent;

6. Penetration of the microwaves into the plasma is crucial for successful MCRS measurements.
For this reason, the skin depth is investigated for a variety of plasma parameters. Moreover,
the calculated skin depths are compared with the results obtained in the previous section.
This comparison showed that the limit rp � δ is in some cases to pessimistic in limiting the
operational regime of MCRS.

Although there are still significant challenges for users of the diagnostic method,
the advancements of the last few years have brought many new opportunities.
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Abbreviations

The following abbreviations are used in this manuscript:

EEDF electron energy distribution function
EPG Elementary Processes in Gas Discharges
EUV Extreme Ultraviolet
FWHM full-width-at-half-maximum
(I)CCD (intensified) charge-coupled device
MCRS Microwave Cavity Resonance Spectroscopy
RF radio-frequency
TE transverse electric
TM transverse magnetic
Q quality factor
Q-factor quality factor

Appendix A

In this appendix, the equation used to correct the measured resonance frequency for thermal
expansion of the cavity is derived.

For cylindrical cavities, the resonance frequency fmnp for TM modes [51] is given by:

fmnp =
c

2π
√

µrεr

√( xmn

R

)2
+
( pπ

L

)2
, (A1)

and for TE modes [51] by:

fmnp =
c

2π
√

µrεr

√(
x′mn
R

)2
+
( pπ

L

)2
. (A2)

Here, c is the speed of light, µr the relative permeability, εr the relative permittivity, R the radius of
the cavity, L the height of cavity, xmn the nth root of the Bessel function J′m(x), and x′mn the nth root x
of the derivative of the Bessel function J′m(x). Furthermore, the mode indices m, n and p relate to the
number of nodes in the φ-, ρ- and z-direction, respectively.

The dimensions of the cavity are subject to changes in the temperature Tcav of the metal structure.
The temperature dependent radius and height are expressed by the following two equations,

R(Tcav) = R0(1 + α(Tcav − T0)), (A3)

L(Tcav) = L0(1 + α(Tcav − T0)), (A4)

where α is the thermal expansion coefficient of the metal structure and T0 a fixed temperature for the
whole measurement set at which the cavity has a radius R0 and a height L0.
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By filling Equations (A3) and (A4) in (A1) and (A2), the following equation for the apparent
resonance frequency fap is found,

fap(Tcav) =
fmnp

1 + α(Tcav − T0)
. (A5)

Appendix B

In this section, the resonance frequency fres ( f = ω
2π ) and the electromagnetic field distribution

are derived for a cylindrical cavity with a height L and a radius r2 containing an homogenous
coaxial plasma column with a radius r1. A schematic representation of the geometry is presented in
Figure 13, where the azimuthal φ̂, radial ρ̂, and axial ẑ unit vectors are indicated. The permittivity and
permeability of region 1, i.e., the core, are ε1 and µ1, respectively. The properties of the outer region,
also referred to as region 2, are described by ε2 and µ2.

The cavity walls are assumed to be perfect conductors and, therefore, no fields can exist inside
them. As the electric field E parallel to the wall and the normal component of the magnetizing field H
need to be continuous at the interface of the wall and the cavity, the following equations must hold,

n̂× E = 0, (A6)

n̂ ·H = 0, (A7)

where n̂ is the normal vector of the wall of the cavity.
Two types of resonant modes can be found for these boundary conditions: Transverse Magnetic

(TM) and Transverse Electric (TE). For the former type, the magnetic field is perpendicular to the axis
of the cylinder and for the latter, the electric field is perpendicular to that axis. For inhomogenously
filled cavities, like in the coaxial geometry presented here, pure TM and TE modes only satisfy the
boundary conditions if ε1 = ε2 and simultaneously µ1 = µ2 or one of the regions is a perfect electric or
magnetic conductor. A superposition of a TM and TE mode can satisfy all the boundary conditions
and this combination is called a hybrid mode [68]. Resonant modes are characterized by three integer
indices m, n, and p which relate to the number of nodes in the φ-, ρ-, and z-direction, respectively.
The notation used to refer to a specific mode works as follows: TMmnp and TEmnp for pure modes and
TMmnp* and TEmnp* for hybrid modes.

Henceforward, the example of the ‘two-dielectric’ problem from ([33], pp. 219–221) will be
expanded to allow for hybrid modes. More information relating to this problem can be found in [22].
The wave functions for the magnetizing field ψH,1 and the electric field ψE,1 for region 1 are,

ψH,1 = ABH,1
m (kρ,1ρ) cos(mφ) exp(−ikzz), (A8)

ψE,1 = BBE,1
m (kρ,1ρ) sin(mφ) exp(−ikzz), (A9)

and for region 2,

ψH,2 = CBH,2
m (kρ,2ρ) cos(mφ) exp(−ikzz), (A10)

ψE,2 = DBE,2
m (kρ,2ρ) sin(mφ) exp(−ikzz), (A11)

where A, B, C, and D are constants, BH,j
m is the Bessel function for the magnetic field and BE,j

m the Bessel
function for the electric field, m the order of the particular Bessel function and j the number of the
region. Feynman ([69], pp. 342–346) explains in a very clear and intuitive manner the reason that these
waves in a cylindrical geometry are described by Bessel functions. Later in this derivation, the Bessel
functions BH,2

m and BE,2
m will be determined to be combinations of Bessel functions of the first kind

J and second kind N, also referred to as Neumann functions, and their derivatives indicated by J′

and N′.
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Furthermore, the following relations must hold for the inner and outer region,

k2
ρ,1 + k2

z = k2
1 = ω2

resε1µ1, (A12)

k2
ρ,2 + k2

z = k2
2 = ω2

resε2µ2, (A13)

where k j is the wavenumber for region j, kρ,j the radial wavenumber for region j, kz the axial
wavenumber, and ωres = 2π fres. The wavenumber k0 is defined as,

k0 =
ωres

c
, (A14)

with c the speed of light.
The amplitudes of the electric and magnetic fields ([33], p. 202) for TM modes are given by:

Eρ =
1
ŷ

∂2ψE,j

∂ρ∂z
, Hρ =

1
ρ

∂ψH,j

∂φ
,

Eφ =
1

ŷρ

∂2ψE,j

∂φ∂z
, Hφ = −∂ψH,j

∂ρ
, (A15)

Ez =
1
ŷ

(
∂2

∂2z
+ k2

)
ψE,j, Hz = 0,

and for TE modes by:

Eρ = −1
ρ

∂ψE,j

∂φ
, Hρ =

1
ẑ

∂2ψH,j

∂ρ∂z
,

Eφ =
∂ψE,j

∂ρ
, Hφ =

1
ẑρ

∂2ψH,j

∂φ∂z
, (A16)

Ez = 0, Hz =
1
ẑ

(
∂2

∂2z
+ k2

)
ψH,j.

Arbitrary fields, like those of hybrid modes, can be expressed by a superposition of Equations (A15)
and (A16) in combination with the wave functions (Equations (A8)–(A11)).

The boundary conditions on the circular faces of the cavity demand that the wavenumber kz is
defined as follows,

kz =
pπ

L
, p = 0, 1, 2, 3, · · ·. (A17)

As the electric and magnetic fields should be finite at ρ = 0, the Bessel functions for region 1
must be,

BH,1
m = BE,1

m = Jm(kρ1 ρ). (A18)

Based on Equation (A6), it is concluded that the electric field in the axial and azimuthal direction
are zero at the curved wall of the cavity (ρ = r2). To satisfy these conditions, the following Bessel
function is composed,

BE,2
m = Jm(kρ2 ρ)N′m(kρ2 r2)− Nm(kρ2 ρ)J′m(kρ2 r2). (A19)

For the magnetizing field in region 2, the following Bessel function is found which satisfies
Equation (A7),

BH,2
m = Jm(kρ2 ρ)Nm(kρ2 r2)− Nm(kρ2 ρ)Jm(kρ2 r2). (A20)
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Furthermore, Hz, Ez, Hφ, and Eφ must be continuous at ρ = r1 and therefore, for arbitrary fields
the following relations must be satisfied,

Aε2k2
ρ,1 J11 = Cε1k2

ρ,2(J21N22 − N21 J22), (A21)

Bµ2k2
ρ,1 J11 = Dµ1k2

ρ,2(J21N′22 − N21 J′22), (A22)

Akρ,1 J′11 +
Bkzm

ωresµ1r1
J11 = Ckρ,2(J′21N22 − N′21 J22) +

Dkzm
ωresµ2r1

(J21N′22 − N21 J′22), (A23)

Akzm
ωresε1r1

J11 + Bkρ,1 J′11 =
Ckzm

ωresε2r1
(J21N22 − N21 J22) + Dkρ,2(J′21N′22 − N′21 J′22), (A24)

where the following abbreviations are used,

J11 = Jm(kρ,1r1), J21 = Jm(kρ,2r1), J22 = Jm(kρ,2r2). (A25)

Note that equivalent definitions exist for J′, N, and N′. Solving the linear system of
Equations (A21)–(A24) by Cramer’s rule,∣∣∣∣∣∣∣∣∣∣

ε2k2
ρ,1 J11 0 ε1k2

ρ,2(J21N22 − N21 J22) 0
0 µ2k2

ρ,1 J11 0 µ1k2
ρ,2(J21N′22 − N21 J′22)

kρ,1 J′11
kzm

ωresµ1r1
J11 kρ,2(J′21N22 − N′21 J22)

kzm
ωresµ2r1

(J21N′22 − N21 J′22)
kzm

ωresε1r1
J11 kρ,1 J′11

kzm
ωresε2r1

(J21N22 − N21 J22) kρ,2(J′21N′22 − N′21 J′22)

∣∣∣∣∣∣∣∣∣∣
= 0, (A26)

results in the following equation,[
J′11
J11

k2

k1

ε1

ε0

(
J22N21 − N22 J21

)
− ε2

ε0

(
J22N′21 − N22 J′21

)]
[

J′11
J11

k2

k1

µ1

µ0

(
J′22N21 − N′22 J21

)
− µ2

µ0

(
J′22N′21 − N′22 J′21

)]
(A27)

=

(
1
k2

1
− 1

k2
2

)2(mkzk2

r1k0

)2(
J22N21 − N22 J21

)(
J′22N21 − J21N′22

)
.

A family of solutions of ωres can be determined from this relation in which the nth intersection of the
left-hand side and right-hand side of the equation on the positive angular frequency axis—starting
from zero rad·s−1—belongs to the mode with index n. Equation (A27) also shows that if there are no
variations in the resonant field along z (kz = 0) or φ (m = 0), the resonant field can be described by a
pure TM or TE mode. For pure TM modes, the first term in straight brackets of Equation (A27) equals
zero and for pure TE modes the second term in straight brackets equals zero.

After the angular resonance frequency is determined for a specific mode, the corresponding fields
can be calculated using Equations (A15) and (A16).
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