
applied  
sciences

Article

Questionnaires or Inner Feelings: Who Measures
the Engagement Better?

Francesca Nonis * , Elena Carlotta Olivetti, Federica Marcolin, Maria Grazia Violante,
Enrico Vezzetti and Sandro Moos

Department of Management and Production Engineering, Politecnico di Torino, 10129 Torino, Italy;
elena.olivetti@polito.it (E.C.O.); federica.marcolin@polito.it (F.M.); mariagrazia.violante@polito.it (M.G.V.);
enrico.vezzetti@polito.it (E.V.); sandro.moos@polito.it (S.M.)
* Correspondence: francesca.nonis@polito.it

Received: 24 December 2019; Accepted: 10 January 2020; Published: 15 January 2020
����������
�������

Abstract: This work proposes an innovative method for evaluating users’ engagement, combining the
User Engagement Scale (UES) questionnaire and a facial expression recognition (FER) system, active
research topics of increasing interest in the human–computer interaction domain (HCI). The subject
of the study is a 3D simulator that reproduces a virtual FabLab in which users can approach and
learn 3D modeling software and 3D printing. During the interaction with the virtual environment,
a structured-light camera acquires the face of the participant in real-time, to catch its spontaneous
reactions and compare them with the answers to the UES closed-ended questions. FER methods allow
overcoming some intrinsic limits in the adoption of questioning methods, such as the non-sincerity
of the interviewees and the lack of correspondence with facial expressions and body language.
A convolutional neural network (CNN) has been trained on the Bosphorus database (DB) to perform
expression recognition and the classification of the video frames in three classes of engagement
(deactivation, average activation, and activation) according to the model of emotion developed by
Russell. The results show that the two methodologies can be integrated to evaluate user engagement,
to combine weighted answers and spontaneous reactions and to increase knowledge for the design of
the new product or service.

Keywords: user engagement scale; 3D simulator; human-computer interaction; facial expression
recognition; deep learning; CNN; user-centered design

1. Introduction

Users’ involvement [1] is crucial in all the product development cycle, including the early
conceptual stages of product or service design. Participation in the system development process
by representatives of the target user group impacts each stage of the product development cycle,
influencing their contributions in an aggregate way, thus maximizing their effects [2].

In today’s modern competitive market, user-centered design (UCD) [3] methods become more
and more efficient in developing new consumer products. The UCD process is explicitly focused on
the users, and consists of:

- identifying the context of use and who are the primary users of the products;
- specifying user requirements setting goals to make the product successful;
- producing design solutions and prototype;
- evaluating designs through usability tests to get users’ feedback.

Therefore, the term user-centered design, also known as human-centered design [4], indicates a
precise design mentality focused on human needs. This approach originates from co-design [5], a wide
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range of creative techniques whose aim is to actively involve all stakeholders in generating ideas to
support the process and to reach both immediate and longer-term benefits.

The evaluation and quantification of users’ engagement respond to this need, and, in particular,
addresses the 4th step, i.e., “evaluating designs through usability tests to get users’ feedback”. In this
sense, the main contribution of this paper is to propose a novel methodology for measuring the student’s
engagement in a virtual learning environment, although it could fit the design of every type of product
or service. According to Fredricks [6], there are three distinct yet interrelated types of engagement in
learning: behavioral, cognitive, and affective. Behavioral engagement is defined in terms of persistence,
effort, attention, participation, and involvement conduct towards the learning activity; cognitive
engagement refers to psychological effort to learn, to understand, and to master intended knowledge
and skills; lastly, affective or emotional engagement [7] involves interest, happiness, boredom, and other
feelings in learning processes.

The more time students spend engaged during instruction, the more they learn [8]. First, researchers
have studied and developed in-depth methods to measure students’ engagement to increase it [9].
E-learning systems have been introduced to facilitate and enhance the learning process [10,11].

The most popular methods of measuring engagement [12] can be divided into 3 categories,
each of them with pros and cons. (1) Questioning methods: surveys, questionnaires, or self-reports.
The interviewees describe their level of engagement by answering several open-ended or closed-ended
questions in a set format [13]. Questionnaires are practical and affordable ways to gather data from
a large audience, and they do not require the use of any instrument to perform the evaluation.
Nevertheless, respondents may not be truthful with their answers, there is a chance that some
questions will be left unanswered, and there is no way to observe facial expression, reactions or
body language to fully capture the respondents’ feelings. (2) Physiological methods: physiological
and neurological sensor readings [6,14]. Physiological measures such as galvanic skin response
(GSR), electroencephalogram (EEG) [15], blood pressure [16] and heart rate can be used to evaluate
students’ engagement and alertness [17,18]. These methodologies are alternative tools to provide
feedback, but require specialized sensors and are difficult to use in large-scale studies. (3) Observational
methods: analysis and interpretation of cues from face [19], body posture [20] and hand gestures [21].
Observation is a low-impact and flexible approach to collect data and can produce a mix of qualitative
and quantitative data. It is often used in conjunction with other approaches in initial focus groups,
interviews or surveys. Some limitations are the acquisition planning, and the work required for data
collection and analysis.

Among the observational methods is the study of facial expressions for the automatic evaluation
of users’ feedback. Facial expression analysis and recognition (FER) has been an active research topic
in recent years, with applications in several different areas [22,23]. In particular, thanks to technological
development, research is focusing on 3D facial data [24], both still images and video sequences, to
perform recognition improving the accuracy and widening the application range. In addition to the
main traditional methods for 3D facial expression recognition, deep-learning techniques [25] emerged
and have been applied to FER for feature extraction, classification, and recognition tasks. One of the
most used architectures to recognize objects or faces is the convolutional neural network (CNN), a
deep-learning algorithm that takes an input image, processes it and classifies it under certain categories,
for example, the seven emotions.

This paper proposes a methodology for evaluating a virtual reality environment aimed at learning.
The proposed method consists of the integration between traditional methods of self-report and
innovative ones of emotion recognition through face analysis. In particular, this work compares
users’ engagement in the interaction with a virtual environment resulting from two different methods,
a traditional closed-ended questionnaire, and an automatic FER system based on deep learning.
The introduction of an observational method overcomes the common problems of questioning methods,
obtaining more objective results deriving from a cross-analysis and a more realistic model for measuring
user engagement. Therefore, the novelty of this work is the usage of the Bosphorus database (DB) to
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train CNN and assess user engagement, combining the FER with the User Engagement Scale (UES) in
order to improve the measuring accuracy. Subsequently, the results obtained were embedded to offer a
more complete evaluation.

2. Materials and Methods

The virtual environment used in this case study to evaluate the engagement of the participants
was developed within the context of the European project “FARMER4.0—Farmer teaching and training
laboratories”. The project aims at developing a training path for agricultural entrepreneurs so that they
can approach 3D modeling software and 3D printing. The users, following the educational path, firstly
undergo some teaching modules for learning how 3D modeling works, then they are job-shadowed in
a virtual FabLab with a coworking scenario. This virtual reality (VR) supporting tool is a 3D simulator,
hosted on a website, in which the users are in a fabrication laboratory and can see how an object is
modeled with a 3D CAD (Computer-Aided Design) software (SolidWorks 2019, 3DS Dassault Systèmes
Headquarters: Vélizy-Villacoublay, France), and then printed with fused-deposition modeling (FDM)
technology. Appendix A reports a description of the virtual environment at issue.

An Intel® RealSense™ SR300 structured-light depth camera, placed above the personal computer
(PC) station, was used to acquire in real-time the face of the 24 participants while browsing, one at a
time, the virtual environment. The 3D videos depicting body posture and facial expressions in the form
of depth maps were then analyzed, selecting and labeling with the corresponding feeling (for example,
bored, happy, or surprised) the frames of greatest interest.

Following the acquisition, each participant was asked to complete the UES questionnaire, a specific
tool developed to measure six dimensions of user engagement: aesthetic appeal, focused attention,
novelty, perceived usability, felt involvement, and endurability.

According to the circumplex model of emotions developed by James Russell [26], three classes of
emotional activation were defined considering only the first and the fourth quadrants, with positive
valence; the three classes considered to be the most significant to cluster different levels of engagement
are deactivation, average activation, and activation.

The purpose of this work is, therefore, to compare the questionnaires with the emotional activation
monitored in real-time by the sensor in order to measure the involvement and the engagement of users’
sample; it is assumed that the facial expressions are spontaneous. The main advantage of this approach
is the comparison of two different methods, which can be integrated into a new methodology that
captures the strengths of both. On the other hand, the implementation of the presented method still has
some steps to improve, such as image processing, as now the procedure is not executable in real-time.

2.1. Convolutional Neural Network (CNN)

A deep-learning FER technique has been used to classify the data in the three classes of
engagement [27,28]. We propose a methodology based on a relatively new CNN architecture,
MobileNetV2, which is well-known for image classification as it has a low number of parameters to
train compared to other networks.

In order to perform expression recognition and the classification of the selected frames, the network
has been trained on the Bosphorus public database [29], which contains 752 images of 105 subjects
referring to facial emotions (neutral, anger, disgust, fear, happiness, sadness, and surprise). Only
this portion of the whole database is involved in our study, dividing it into a training dataset to
train the network, and a validation dataset to assert the quality and to tune the hyperparameters.
The selected facial depth maps given in output by the sensor, following a processing phase, will form
the test set to draw a conclusion on how well the model performs and, at the same time, to evaluate
users’ engagement.
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2.2. Data Preparation and Pre-Processing

The default input size for MobileNetV2 is 224 × 224 with 3 channels, so a preprocessing step is
required to adapt the data to the neural network input. Similarly to a preceding work [30], geometrical
descriptors [31] have been computed from 3D depth maps, retrieved both from Bosphorus DB and
from the sensor, to interpret RGB (red, green, blue) images with a novel representation. In this study,
based on previous results [32], the first channel is the facial 3D depth map, the second channel is the
first principal curvature (k1), and the third one is the curvedness (C).

Images acquired by the sensor need an additional step to frame only the subject’s face and to
obtain facial shells from depth maps. This operation is performed in MatLab providing raw data as
input. Figure 1 shows an example of a facial depth map acquired by the sensor, the corresponding
facial shell, and a 3D face image from Bosphorus. Geometrical descriptors k1 and C are computed on
this data to obtain 3D Face Descriptors [31,33,34], used as input channels in addiction to facial depth
maps. Then, as the last step to adapt the data to the input dimension of MobileNetV2, all the channels
need to be resized to 224 × 224. The methodology is described in Figure 2.
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Figure 1. Depth map in output from the 3D sensor (a), the same data elaborated in MatLab (b), and the
shell of a Bosphorus DB image (c).

The three classes of engagement are deactivation, average activation, and activation. The first one
corresponds to a low level of engagement and collects neutral expressions. The second one gathers
happy and contented expressions that, according to Russell’s circumplex model of affect [26], mirroring
a medium level of engagement. Finally, the last one contains images corresponding to a high level of
emotional engagement, labeled as surprise, astonishment, and embarrass (Figure 3).
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2.3. User Engagement Scale (UES)

The User Engagement Scale (UES) [35,36] is a questionnaire developed to measure the quality of
the user experience. The original UES consists of 31 items, but, in this work, a reduced version of 29
closed-ended questions on a scale of 1 to 7 is used, structured as summarized in Table 1.

Table 1. The 29-items of the User Engagement Scale (UES) questionnaire divided into the six dimensions
of engagement: focused attention (FA), perceived usability (PU), aesthetic appeal (AE), endurability
(EN), novelty (NO), and felt involvement (FI). The negative closed-ended questions are highlighted
in red.

Focused
Attention

FA. 1 I lost myself in this experience

FA. 2 I was so involved in this experience that I lost track of time

FA. 3 I blocked out things around me when I was using “Farmer4.0 Simulator”

FA. 5 The time I spent using “Farmer4.0 Simulator” just slipped away

FA. 6 I was absorbed in this experience

Perceived
Usability

PU. 1 I felt frustrated while using this “Farmer4.0 Simulator”

PU. 2 I found this “Farmer4.0 Simulator” confusing to use

PU. 3 I felt annoyed while using “Farmer4.0 Simulator”

PU. 4 I felt discouraged while using this “Farmer4.0 Simulator”

PU. 5 Using this “Farmer4.0 Simulator” was mentally taxing

PU. 6 This experience was demanding

PU. 7 I felt in control while using this “Farmer4.0 Simulator”

PU. 8 I could not do some of the things I needed to do while using
“Farmer4.0 Simulator”

Aesthetic
Appeal

AE. 1 This “Farmer4.0 Simulator” was attractive

AE. 2 This “Farmer4.0 Simulator” was aesthetically appealing

AE. 3 I liked the graphics and images of “Farmer4.0 Simulator”

AE. 4 “Farmer4.0 Simulator” appealed to be visual senses

AE. 5 The screen layout of “Farmer4.0 Simulator” was visually pleasing

Endurability

EN. 1 Using “Farmer4.0 Simulator” was worthwhile

EN. 2 I consider my experience a success

EN. 3 This experience did not work out the way I had planned

EN. 4 My experience was rewarding

EN. 5 I would recommend “Farmer4.0 Simulator” to my family and friends

Novelty
NO. 1 I continued to use “Farmer4.0 Simulator” out of curiosity

NO. 2 The content of “Farmer4.0 Simulator” incited my curiosity

NO. 3 I felt interested in my task

Felt
Involvement

FI. 1 I was really drawn into my task

FI. 2 I felt involved in this task

FI. 3 This experience was fun

To compare the results obtained following the training and testing of the neural network with the
data collected from the questionnaires, it is necessary to define a relationship between the scores from
1 to 7 and the 3 classes chosen. For this purpose, the class “deactivation” is identified with a score
ranging from 1 to 2, the class “average activation” from 3 to 5, while the class “activation” from 6 to 7,
except for items PU. 1, PU. 2, PU. 3, PU. 4, PU. 5, PU. 6, PU. 8, and EN. 3, highlighted in Table 1, that
require to reverse code the evaluation scale as they have a negative meaning.
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3. Results

The results consist of two main issues. The first one is based on the analysis of the questionnaire
and outlines an overall and individual components’ satisfaction rating of the simulator. The second
consists in comparing these outcomes with the data obtained from the processing of the videos
acquired on the participants with the sensor. A sample of 24 participants (students, postdocs students,
PhD students and researchers) with an age from 20 to 30 years and without any payment for their
participation, took part in the analysis.

3.1. Reliability of the Questionnaire

In order to assess the quality of the measurement procedure and to consider the results valid,
Cronbach’s alpha [37] was computed by correlating the score for each dimension with the total score
of user engagement. Cronbach’s alpha is for all the sub-scales higher than the minimum reliability
threshold of 0.7, presenting a maximum value of 0.94 for the novelty factor. The answers given to the
questionnaires, for all the factors, are consistent since their values ranging within the acceptability
threshold above 0.7. Furthermore, mean, median and standard deviation were calculated for a more
complete analysis; the means range from 4.03 (equivalent to 57.55%) to 5.54 (79.21%), and the standard
deviations from 0.41 to 0.68, with an average value respectively of 4.80 and 0.39. Table 2 summarizes
the results of statistical analyses [38,39].

Table 2. Sub-scales of User Engagement (UE), number of items corresponding, and results of the
analyses performed: Cronbach’s alpha, mean, mean %, median, and standard deviation.

User Engagement Items Cronbach’s α Mean Mean % 1 Median Standard Deviation

Focused Attention 5 0.90 4.03 57.55 4 0.58
Perceived Usability 8 0.80 5.54 79.21 6.25 0.51
Aesthetics 5 0.93 4.71 67.24 5 0.41
Endurability 5 0.78 4.29 61.22 4 0.68
Novelty 3 0.94 4.98 71.09 5 0.53
Felt Involvement 3 0.90 4.90 70.07 5 0.43
Reward 11 0.92 4.64 66.33 5 0.48
Total 29 0.93 4.80 68.53 5 0.39

1 Corresponds to the percentage calculation of the mean (Mean/7*100).

3.2. Analysis of the Questionnaires’ Results

Farmer4.0 simulator has achieved an overall level of users’ engagement of 68.53%. Analyzing each
contribution, the sub-scale with the highest level of involvement is perceived usability (PU), which
reflects the perceived ease of navigating through the simulator by users. Conversely, the sub-scale with
the lowest percentage value, only 57.55%, is focused attention (FA), suggesting that the application is
slightly dispersive and not very involving.

From the analysis of the correlation between the different factors of users’ engagement, a “very
weak” correlation between aesthetic appeal (AE)–PU, novelty (NO)–PU, and reward factor (RE)–PU,
a “weak” correlation between endurability (EN)–PU, a “moderate” correlation between EN–FA, a
“strong” correlation between AE–EN, AE–FA, AE–felt involvement (FI), AE–NO, AE–RE, EN–FI,
EN–NO, FA–NO, and FA–RE, and a “very strong” correlation between FI–FA and FI–NO emerge.
Instead, there is a very weak inverse correlation between PU–FA and PU–FI, and in general a low
correlation between PU and all the other sub-scales. An explanation for this result could be that 7 of the
8 items in the perceived usability section have a negative meaning, and it may have been a nuisance to
questionnaire participants. All positive and negative correlation values are shown in Table 3. The RE
groups the EN, NO, and FI components, and for this reason, the correlation is calculated only among
RE and the remaining FA, PU, and AE.
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Table 3. Correlation among the six factors.

FA PU AE EN NO FI RE

FA 1
PU −0.13 1
AE 0.60 0.12 1
EN 0.47 0.37 0.66 1
NO 0.71 0.02 0.75 0.70 1
FI 0.80 −0.10 0.77 0.69 0.91 1
RE 0.69 0.16 0.78 - - - 1

3.3. Deep-Learning Classification

The training of the network has been performed on the Bosphorus public database, dividing it
between the training and validation dataset, using only the images referring to facial expressions.
A preliminary attempt was made using the transfer learning technique starting from the pretrained
network MobileNetV2 [40]. The poor results obtained due to the diversity of input data have made it
necessary to train CNN from scratch.

Considering the size of the network and the not very large number of images, data augmentation
techniques [41] have been performed to increase the size of the database. A clockwise rotation of 25
degrees and a counterclockwise rotation of 40 degrees for each original image have been performed.
Then, the entire resulting database has been mirrored horizontally, obtaining the final database of six
times its starting size.

The network has reached a validation accuracy of 99.37%. Figure 4 shows the plots of accuracy
and loss from the collected history data on the training (orange) and validation (blue) datasets over
training epochs.
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Overfitting does not occur during the training.

After having trained the network, it has been used on the test set to evaluate users’ engagement.
The performance of the classification model is shown in Figure 5 by the confusion matrix. In this
table, each column represents the predicted values, each row represents the real values, and the
color-map indicates the prediction ratio. The number inside each box indicates the correct number
of facial expressions recognized regarding the 3 classes of involvement. The accuracy of the testing
phase is then calculated as the sum of the correct expressions (51 deactivated, 89 averagely activated,
and 53 activated) divided by the total number of acquisitions, with a final score of 72.56%.
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The rows of the confusion matrix correspond to the true labels and the columns to the predicted labels.
The number of rows and column is equal to the number of the classes.

3.4. Comparison of Questionnaires and Deep-Learning Classification

The median values of the scores assigned by each user to the UES items on the 7-point Likert
scale [42] were divided into the three classes of engagement used for the FER system based on deep
learning, according to the following subdivision: deactivation class ranges from 1 to 2, average
activation class ranges from 3 to 5, and activation class from 6 to 7. Thanks to this grouping, it is
possible to compare the level of engagement emerging from the two methods.

Table 4 shows the median values computed on questionnaire scores for each of the 24 people who
participated in this work and the activation class resulting from the trained neural network. The last
column indicates if there is a correspondence between the UES method and the FER method.

Table 4. Results of the UES questionnaire and facial expression analysis and recognition (FER)
classification. The last column shows for each user whether there is a correspondence between the
two methods.

User UES Median Score FER Classification Correspondence

1 4 Average activation Yes
2 4 Deactivation No
3 6 Average activation No
4 4 Average activation Yes
5 5 Average activation Yes
6 7 Activation Yes
7 7 Average activation No
8 6 Average activation No
9 5 Average activation Yes

10 6 Average activation No
11 6 Average activation No
12 6 Average activation No
13 5 Average activation Yes
14 4 Average activation Yes
15 5 Average activation Yes
16 5 Deactivation No
17 4 Average activation Yes
18 4 Average activation Yes
19 3 Deactivation No
20 4 Average activation Yes
21 3 Average activation Yes
22 2 Average activation No
23 6 Activation Yes
24 5 Average activation Yes
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4. Discussion

The work presented here aims to evaluate the level of engagement of a sample of users,
who represent the target audience of the 3D simulator. To increase the involvement, a crucial
point for the success of a new product or service, the contents must be interesting and useful for the
final customers.

Recent technological development and advances in computer vision have enabled an optimized
approach to guarantee an efficient and effective product life cycle, affecting the early stages of design.
This research area includes the analysis of the human face and the recognition of facial expressions and
emotions for the automatic evaluation of spontaneous feedback.

In this case study, facial analysis techniques were integrated with traditional questionnaires for
two main purposes: first, starting from the videos acquired by the sensor, to develop a method capable
of measuring involvement; second, to compare the results obtained from the two different methods
and evaluate the advantages brought by the FER analysis.

We filmed 24 people taking part in the simulator test with a 3D sensor when replying to the UES
questionnaire. The two methods classified 14 participants out of 24 with the same level of involvement.
For the remaining users, the UES and FER methods were not in agreement with each other, with on
average more positive feedback of the questionnaires. Based on the users’ answers, 8 were strongly
activated, 15 were activated to an average extent and only 1 was poorly activated, while based on the
images acquired by the sensor, they were 2, 19, and 3 respectively. Therefore, considering the median
scores and the class classification of the images labeled for each user, user number 6 and user number
23 had the highest level of engagement.

The UES questionnaire for users 3, 7, 8, 10, 11, and 12 assessed a high level of engagement
(a median score equal to 6 or 7), but from the FER analysis it resulted that the largest number of frames
acquired for these subjects fell into the intermediate activation class. A similar situation was found for
users 2, 16, 19 and 22. They fell into the averagely activated class considering only the results of the
questionnaire, while they fell into the deactivated class by the analysis of facial expressions. This could
indicate that the actual level of involvement perceived by these subjects was lower than as stated.
By comparing the results obtained with those of the previous work on the evaluation of involvement
in a virtual learning environment [43], the use of neural networks has led to an improvement of the
method. In fact, the correspondence between UES and facial expressions has increased from 50%
to 58%. However, the main aim was not to achieve a perfect correlation between UES and neural
networks, but to develop a new approach in which the two methods support each other. The future
goal is to improve the assessment of engagement through the study of facial expressions.

Questionnaires and FER systems can be integrated into an innovative method for evaluating user
engagement, combining information and increasing knowledge for the design of the new product or
service. If traditional methods are based on weighted answers, FER methods catch the spontaneous
reactions in real-time.

5. Conclusions and Future Works

This preliminary study combines the analysis of facial expressions with the traditional methods of
self-reporting, intending to develop a more realistic method for the evaluation of involvement felt by
potential users of a 3D simulator. In particular, in this work the virtual environment realized for the
European project “FARMER4.0” was used.

The results from the two different approaches coincide for most users, validating the proposed
methodology. In some cases, however, they measured two different levels of involvement, attributable
to different reasons such as the difficulty in recognizing some feelings, and the non-objectivity of
the questionnaires.

Investments and developments in virtual reality technologies are bringing great benefits within the
product life cycle in different domains, from industry to amusement. Future developments will allow
a perfect integrated communication between the physical and the virtual reality, with a consequent
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improvement of the service/product in the early design phases and a reduction of costs associated
with the production of physical prototypes. The next step will consist in developing a more precise
and responsive neural network, able to give a more complete description of a user’s feedback, and to
provide results in real-time.

Author Contributions: Conceptualization, M.G.V.; methodology, F.N. and F.M.; software, E.C.O.; validation, F.N.,
F.M.; formal analysis, F.N.; investigation, F.N.; resources, F.N.; data curation, F.N. and E.C.O.; writing—original
draft preparation, F.N.; writing—review and editing, F.N., F.M. and M.G.V.; visualization, F.N. and F.M.;
supervision, M.G.V., S.M. and E.V.; project administration, M.G.V., S.M. and E.V.; funding acquisition, M.G.V., S.M.
and E.V. All authors have read and agreed to the published version of the manuscript.

Funding: The research undertaken for this work and the analysis of the case study has been possible thanks to the
funds of the European Erasmus+ project “Farmer 4.0”, project number: 2018-1-IT01-KA202-006775.

Conflicts of Interest: The authors declare no conflict of interest. The funders had no role in the design of the
study; in the collection, analyses, or interpretation of data; in the writing of the manuscript; or in the decision to
publish the results.

Appendix A

The virtual environment considered in this work is a 3D simulator, included in an e-learning
path to be used by farmers and agricultural entrepreneurs who want to experience new technologies
within the context of the European Erasmus+ project “Farmer4.0”. The user can approach 3D modeling
software and 3D printing, directly interacting with objects in the room of the FabLab.

The starting point for the guided exploration of the environment is the computer positioned on
the left (Figure A1). Clicking on it, the learner can choose one of the three proposed objects, see the
video of the 3D modeling realized with SolidWorks and download the pdf file with the step-by-step
explanation (Figure A2) at the same time. At the end of this learning phase, the selected component
is printed with the FDM additive manufacturing technique by the printer located on the right of the
virtual environment (Figure A3). In addition to the virtual 3D printer, the video recording the real
fabrication is shown.

The user can repeat the same steps also for the remaining components, in order to learn the
modeling and printing process.
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