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Abstract

:

According to the World Health Organization (WHO), melanoma is the most severe type of skin cancer and is the leading cause of death from skin cancer worldwide. Certain features of melanoma include size, shape, color, or texture changes of a mole. In this work, a novel, robust and efficient method for the detection and classification of melanoma in simple and dermatological images is proposed. It is achieved by using HSV (Hue, Saturation, Value) color space along with mathematical morphology and a Gaussian filter to detect the region of interest and estimate four descriptors: symmetry, edge, color, and size. Although these descriptors have been used for several years, the way they are computed for this proposal is one of the things that enhances the results. Subsequently, a multilayer perceptron is employed to classify between malignant and benign melanoma. Three datasets of simple and dermatological images commonly used in the literature were employed to train and evaluate the performance of the proposed method. According to k-fold cross-validation, the method outperforms three state-of-art works, achieving an accuracy of 98.5% and 98.6%, a sensitivity of 96.68% and 98.05%, and a specificity of 98.15%, and 98.01%, in simple and dermatological images, respectively. The results have proven that its use as an assistive device for the detection of melanoma would improve reliability levels compared to conventional methods.
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1. Introduction


Malignant melanoma is one of the most lethal skin tumors due to its high metastasis capacity and high chemoresistance. In recent years, skin cancer has become one of the leading causes of death. As of 2014, in the Americas, there were 2.8 million new cases and 1.3 million deaths as a result of skin cancer. Projections indicate that the number of cancer deaths will increase from 1.3 million in 2014 to 2.1 million in 2030. Approximately 47% of cancer deaths in the Americas occurred in Latin America and the Caribbean; research suggests that this cancer rate is due to the amount of sun exposure and solar radiation levels [1].



The International Labor Organization (ILO) reports that 56% of the rural of the world population has no health insurance, compared to 22% of people living in urban areas. Specifically, in Mexico, cutaneous melanoma represents 23% of skin tumors seen at the National Cancer Institute. The number of patients with melanoma corresponding to medium and low socioeconomic strata is 77.1%. According to an analysis of the number of cases of melanoma in recent years, there is an increase of approximately 500%, which indicates an alarming problem [2,3,4].



In medical centers, the conventional tools used to diagnose melanomas are digital dermoscopy analysis. These tools are non-invasive techniques based on the use of incident light to achieve better visualization of the skin used for dermatological imaging. Their accuracy depends on prior training with the method. Since these techniques are not direct methods but are only part of the stage to improve the visualization of the skin, the precision lies in the dermatology specialist who evaluates the image delivered by the device. Therefore, it is essential to develop automated equipment that guarantees a certain level of reliability and efficiency [5,6,7,8,9,10,11,12].



Biomedical image processing has become one of the most advanced fields in computer vision. The fundamental objective of the projects carried out is to improve the medical information obtained, which means an increase in the diagnosis and, therefore, in its reliability. Medical images are mainly characterized by the difficulty of generating valid data to process. The pictures have a large amount of noise and considerable variability in their properties [13,14]. Image processing consists of a process in which the picture attributes are extracted or isolated to enhance image results. The impact of this discipline has been very relevant, and it has been applied in a number of different disciplines, such as medicine, telecommunications, industrial process control, and entertainment [7]. According to the literature, image processing can be a useful tool for melanoma detection [15].



Melanoma is a type of skin cancer formed in cells known as melanocytes, responsible for the production of melanin (a pigment that gives skin its color) [16,17]. The American Academy of Dermatology uses the ABCD rule to identify melanoma. The ABCD rule was introduced in 1985 [18,19] and states that the four main descriptors for identification are:




	
A: Symmetry



	
B: Edge



	
C: Color



	
D: Size








Each of the above descriptors are estimated and weighted according to the technique used to classify them. Although throughout the years several methods have been developed to detect melanoma using the evaluation of these descriptors, they differ from each other in the way to estimate them [20,21,22,23,24,25,26].



Kostopoulos et al. [27] present an algorithm which is focused on simple images, evaluates the descriptors of the ABCD rule, and uses probabilistic neural networks for their classification. Symmetry is estimated by identifying the contour and the maximum axis that can be formed considering the center. As for color, the RGB color space is used, and the histogram is determined. The best efficiency was achieved with multi-center images and was around 90%. In the same year, Do et al. [28] designed a mobile system for melanoma detection. The cell phone captures the images with visible light and evaluates the four descriptors of the ABCD rule. A Gaussian model was used to estimate its descriptors; the dataset contained different skin tones. Achieved efficiency average was 85%. The application is designed to detect only one melanoma for each image.



Giotis et al. [29] propose a supporting system for specialists focused on this area. The system works with simple images, performs segmentation, and calculates color (RGB as color space) and texture. The specialists provide a set of visual attributes, and according to the results of the descriptors, a decision is taken, so it can thus be regarded a semi-automatic system. The ranking is obtained by the majority of votes in the predictions. They reported an efficiency of 81%.



Zamani et al. [30] worked with the Daugman Transformation for the extraction of image characteristics and achieved better efficiency in the detection of melanoma. They do not evaluate symmetry; they only estimate the shape, color, and texture. During the evaluation of the different descriptors, the image is processed in both RGB and CIELAB color spaces. The method focused on dermatological images, used Support Vector Machine (SVM) for classification, and achieved an efficiency close to 96%.



Li et al. [31] use a double classification to achieve greater effectiveness using dermatological images. They reached an efficiency between 75% and 92%. Yuan et al. [32] use dermatological images. They use several color spaces to improve the efficiency in the detection of melanoma; some are RGB and CIELAB. The study focuses on contour detection and color dispersion. They achieved a Jaccard Index of 0.765. Table 1 shows relevant research in the literature focused on the detection of melanoma using image processing.



The aforementioned studies have an efficiency between 70% and 96%, and they are only designed for one type of image (dermatological or simple), mostly working with RGB and CIELAB color space, and symmetry evaluation is performed in a similar way or the descriptor is not considered.



In this research, an efficient and novel method for the detection and classification of melanoma is developed. The algorithm can run using simple images, which are acquired with an RGB camera, as well as dermatological images, which are acquired with professional equipment. It was designed to estimate four descriptors (symmetry, edge, color, size), which are subsequently used as inputs for the classifier. A multilayer perceptron was used to classify between malignant and benign melanoma. Finally, k-fold cross-validation, an analysis of variances and a t-student test were used to validate the robustness and reliability of the method. Moreover, the method developed is capable of detecting more than one case of melanoma in the same image, even if there is some hair present in the picture.



The paper is organized as follows: Section 2 contains the main stages of the proposed method. Section 3 includes the results and discussions. Finally, in Section 4, the conclusions of the article and future work are mentioned.




2. Materials and Methods


2.1. Image Dataset


An image compilation of 1390 images, integrated by the three most used state-of-the-art dataset, was created to train and evaluate the proposal. The simple images dataset (466 images) and dermatological images dataset (924) were created using [29,39,41], respectively. The database was supported by histopathology tests and melanoma specialists ruling [41], skin images were   1022 × 767   pixels, and their labels correspond to cases of melanocytic lesions that were benign and malignant in nature.



The compilation encompasses cases of images with hair in them, with more than one melanoma, without melanoma (only skin), with different skin tones and with varying degrees of severity for malignant melanoma. Figure 1 shows examples of dermatological and simple images obtained from the datasets.




2.2. Proposed Method


The proposed method is defined as follows: conditioning and identification of skin color (pre-processing), feature extraction, and classification. Algorithm 1 shows the pseudocode corresponding to the proposed method. Figure 2 illustrates the flowchart of the proposal.



	
Algorithm 1 Stages of the proposed method, showing lines 1–8, and annotated with letters (a)–(d), corresponding to the images in Figure 3.




	

	
Input:  I a  , input image.

	




	

	
Output:o, classifier output.

	




	
1:

	
procedureProposed Method(  I a  )

	
▹ (a)




	
2:

	
       I b  , n = P r e p r o c e s s i n g  (  I a  )   

	
▹ (b), n all melanoma candidates




	
3:

	
    for all n do

	




	
4:

	
          d = g e t _ S i z e (  I b  )  

	




	
5:

	
          c = g e t _ C o l o r (  I b  )  

	




	
6:

	
          a = g e t _ S y m m e t r y (  I b  )  

	
▹ (c)




	
7:

	
          b = g e t _ E d g e (  I b  )  

	
▹ (d)




	
8:

	
          o =      s k i n ,     if  M L P ( a , b , c , d ) = − 1       b e n i g n ,     if  M L P ( a , b , c , d ) = 0       m a l i g n a n t ,     otherwise .       

	
▹ a,b,c and d are the ABCD descriptors.









Then, each stage of the proposed method is described in detail beginning with the elimination of skin and noise.



2.2.1. Pre-Processing Stage


First, a Gaussian smoothing filter is applied, which is a filter that is widely used in the pre-processing stage in computer vision algorithms because it eliminates noise in the image and generates a uniform smoothing [13]. Gaussian function is defined as


   G 0   ( x , y )  = A  e  −     ( x −  μ x  )  2   2  σ x 2     −     ( y −  μ y  )  2   2  σ y 2        



(1)




where  μ  is the mean (the peak), A is a constant,  σ  represents the standard deviation (for each of the variables x and y), and (x,y) is the pixel location.



Subsequently, the image is converted to the HSV color space to identify the skin color and remove it from the image. The HSV color space is obtained by a nonlinear transformation of RGB color space into cylindrical coordinates so that each channel is defined by hue, saturation, and brightness (value) [16].



Once the image is converted to this color space, several color samples are taken at the corners of the image to identify the skin color. These values are compared until the ranges are determined and the threshold levels are identified. Skin color is detected for each image evaluated. Therefore, the threshold range changes for each one. Since the skin color is established automatically, the algorithm works for all skin tones.



When the color ranges are identified and the thresholding is applied, the skin is black, and the possible cases of melanoma are white. Then, a series of filters are applied: Gaussian, morphological erosion, and dilation to remove image noise. Equation (2) corresponds to erosion where X is a set that represents the binary image, A the structuring element,    ε A   ( X )    the erosion of X with structuring element A, and x the points belonging to the set X such that A, transferred in x, is fully included in X [22]. Equation (3) corresponds to dilatation where X is a set that represents the binary image, A the structuring element,    δ A   ( X )    the expansion of X with structuring element A, and p points such that A intersects X when the reference point of the structuring element is transferred to p [16]:


   ε A   ( X )  =  { x :  A x  ⊆ X }   



(2)






   δ A   ( X )  =  { p :  A p  ∩ X ≠ 0 }   



(3)







Algorithm 2 shows the corresponding pseudocode for image conditioning, skin removal, and identification of possible cases of melanoma. Figure 4 shows four examples of conditioning and identification of potential cases of melanoma.



	
Algorithm 2 Proposed method for skin removal, showing lines 1–13, corresponding to the images in Figure 3b.




	

	
Input:  I a  , input image.

	




	

	
Output:  I f  , skinless and denoised image.

	




	
1:

	
procedurePreprocessing(  I a  )

	




	
2:

	
       I b  = G a u s s i a n B l u r  (  I a  )   

	




	
3:

	
       I c  = c o n v e r t _ R G B t o H S V  (  I b  )   

	




	
4:

	
      h , s , v = g e t _ S p l i t (  I c  )  

	




	
5:

	
       h  m i n   ,  h  m a x   = g e t _ R a n g e s C o r n e r s  ( h )   

	




	
6:

	
       s  m i n   ,  s  m a x   = g e t _ R a n g e s C o r n e r s  ( s )   

	




	
7:

	
       v  m i n   ,  v  m a x   = g e t _ R a n g e s C o r n e r s  ( v )   

	




	
8:

	
      I d  =zeros(size(h))

	




	
9:

	
    for   ( x , y ) ∈ h   do

	




	
10:

	
           I d   ( x , y )  =      1 ,     if    h  m i n   < h  ( x , y )  <  h  m a x      &         s  m i n   < s  ( x , y )  <  s  m a x     &         v  m i n   < v  ( x , y )  <  v  m a x         0 ,     otherwise .       

	




	
11:

	
       I e  = E r o s i o n  (  I d  ,  K 1  )   

	




	
12:

	
       I f  = D i l a t i o n  (  I e  ,  K 2  )   

	
▹   K 1  ,  K 2    are the kernel




	
13:

	
    return   I f  

	










2.2.2. Feature Extraction Stage


∂ Size (d)



At the end of the conditioning stage, the image contains all possible cases of melanoma, these cases are quantified, and, for each possible case, the four descriptors of the ABCD rule are estimated.



The first descriptor to be estimated is size (d). The contour is marked, the area is calculated, and the quotient is calculated to assess the size. The value obtained is compared with the range determined during training and, if it is a case of melanoma, the evaluation of the other descriptors is continued. Otherwise, the next possible case of melanoma is passed. Algorithm 3 shows the corresponding pseudocode for size evaluation. The threshold determined for the size is defined according to the relationship between the original dimensions, the equivalent pixels in the quantification of the area, and the data reported by the World Health Organization (WHO).



	
Algorithm 3 Proposed method to evaluate size (d), showing lines 1–7.




	

	
Input:  I a  , input image.

	




	

	
Output:d, estimated value for edge.

	




	
1:

	
procedureget_Size(  I a  )

	




	
2:

	
       I b  = c o n v e r t _ R G B t o G R A Y  (  I a  )   

	




	
3:

	
       I c  = g e t _ C o n t o u r s  (  I b  )   

	




	
4:

	
       I d  = g e t _ A r e a  (  I c  )   

	




	
5:

	
       I e  = g e t _ A r e a  (  I a  )   

	




	
6:

	
      d =   I d   I e    

	




	
7:

	
    return d

	
▹ The recovered value.









∂ Color (c)



The color dispersion (c) is estimated with the histogram of the h channel. The difference between our descriptor and those reported in the literature [16] is the color space used in combination with the channel. Algorithm 4 shows the corresponding pseudocode for color evaluation.



	
Algorithm 4 Proposed method to evaluate color dispersion (c), showing lines 1–9.




	

	
Input:  I a  , input image.

	




	

	
Output:c, estimated value for color.

	




	
1:

	
procedureget_color(  I a  )

	




	
2:

	
       I b  = c o n v e r t _ R G B t o H S V  (  I a  )   

	




	
3:

	
      h , s , v = g e t _ S p l i t (  I b  )  

	




	
4:

	
      h i s t = g e t _ H i s t o g r a m ( h )  

	




	
5:

	
      c = 0  

	




	
6:

	
    for each   i = 0   to 255 do

	




	
7:

	
        if   h i s t ( i ) ≠ 0   then

	




	
8:

	
             c = c + 1  

	




	
9:

	
    return c

	
▹ The recovered value.









∂ Symmetry (a)



The contour of the possible case of melanoma is identified, then an ellipse is placed, and then it is inscribed in the identified contour to estimate the symmetry. A rectangle is established in such a way that the ellipse is inscribed in the rectangle. Once the rectangle is drawn, the midpoints of the sides are determined, and the axes are placed at these points. The semiplanes formed by the axes are compared to assign a weighting. First, the longest axis is used to divide the image into two, and these semi-planes are compared. Then, the other axis is used to do the same. The two scores obtained are compared, and the highest value is chosen, with a maximum value of 1 and a minimum of 0. The final value is added as input of the multilayer perceptron as well as the size, color, and edge. An example of symmetry verification is shown in Figure 5 and Figure 6. Algorithm 5 shows the corresponding pseudocode for the evaluation of symmetry.



	
Algorithm 5 Proposed method to evaluate symmetry   ( a )  , showing lines 1–14, corresponding to the images in Figure 3c.




	

	
Input:  I a  , input image.

	




	

	
Output:a, estimated value for symmetry.

	




	
1:

	
procedureget_symmetry(  I a  )

	




	
2:

	
       I b  = c o n v e r t _ R G B t o G R A Y  (  I a  )   

	




	
3:

	
       I c  = g e t _ C o n t o u r s  (  I b  )   

	




	
4:

	
       I d  = c i r c u m s c r i b e d _ E l l i p s e  (  I c  )   

	




	
5:

	
       I e  = c i r c u m s c r i b e d _ R e c t a n g l e  (  I d  )   

	




	
6:

	
      p = g e t _ C o r n e r s (  I e  )  

	




	
7:

	
    for all   s e m i p l a n e ( 1 , 2 , 3 , 4 )   do

	




	
8:

	
          m  p  x 0   =   p [ 0 , 0 ] + p [ 1 , 0 ]  2   

	




	
9:

	
          m  p  y 0   =   p [ 0 , 1 ] + p [ 1 , 1 ]  2   

	




	
10:

	
          m  p  x 2   =   p [ 2 , 0 ] + p [ 3 , 0 ]  2   

	




	
11:

	
          m  p  y 2   =   p [ 2 , 1 ] + p [ 3 , 1 ]  2   

	




	
12:

	
          S e m i  P 1  = s e m i p l a n e  (  I c  ,  [ p  [ 0 , 0 ]  , p  [ 0 , 1 ]  ]  ,  [ m  p  x 0   , m  p  y 0   ]  ,  [ m  p  x 2   , m  p  y 2   ]  , p  [ 3 , 0 ]  , p  [ 3 , 1 ]  )   




	
13:

	
       a 1  = s i m i l a r i t y  ( S e m i  P 1  , s e m i  P 2  )   

	




	
14:

	
       a 2  = s i m i l a r i t y  ( S e m i  P 2  , s e m i  P 3  )   

	




	
15:

	
      a = g e t _ H i g h e s t (  a 1  ,  a 2  )  

	




	
16:

	
    return a

	
▹ The recovered value.









∂ Edge (b)



Finally, the border is checked, the contour is identified again, the area is quantified, and the polygon that best fits the shape is entered. A comparison is made between the area of the polygon and the area of the contour, and the result of the quotient is scaled according to the information obtained from the training. Algorithm 6 shows the corresponding pseudocode for contour estimation.



Once the four descriptors are estimated, they serve as inputs for the classifier. It has three outputs, corresponding to malignant melanoma, benign melanoma, and images that are only skin. In the case of malignant melanoma, the degree of evolution is also identified, and the contour is colored according to the computed level. There are four levels to determine severity, where the highest level corresponds to the descriptor with maximum score.



	
Algorithm 6 Proposed method to evaluate the edge, showing lines 1–7, Figure 3d.




	

	
Input:  I a  , input image.

	




	

	
Output:b, estimated value for edge.

	




	
1:

	
procedureget_edge(  I a  )

	




	
2:

	
       I b  = c o n v e r t _ R G B t o G R A Y  (  I a  )   

	
▹ Convert RGB image to GRAY.




	
3:

	
       I c  , a r e  a 1  = g e t _ C o n t o u r s  (  I b  )   

	
▹ Identify the contour and calculate the area of the melanoma case.




	
4:

	
       I d  = S i m i l a r _ P o l y g o n  (  I c  )   

	
▹ Identify the polygon that best fits the contour identified in line 3.




	
5:

	
      a r e  a 2  = g e t _ A r e a  (  I d  )   

	
▹ Calculate the area of the polygon.




	
6:

	
      b =   a r e  a 1    a r e  a 2     

	
▹ Calculate the coefficient of relationship between the two areas.




	
7:

	
    return b

	
▹ The recovered value.










2.2.3. Multilayer Perceptron Design


After the image is conditioned, and the four descriptors are estimated, a training and classification stage is continued. For this stage, a multilayer perceptron is used. This is a neural network formed by multiple layers that can solve problems that are not linearly separable, and it is mainly used for image segmentation and pattern association [19].



The multilayer perceptron consists of an input layer, an output layer, and n hidden layers (where   n ≥ 1  ). A multilayer perceptron is characterized by having different inputs that are related to each other. The main hyperparameters of the neural network are the activation function such as: softmax, rectifier, tanh and sigmoid; the number of layers, the number of neurons in each layer, the learning rate, and learning function such as: Stochastic Gradient Descent(SGD), RMSprop, and Adam [19]. To obtain the best architecture, as is shown in Table 2, different multilayer perceptron models configurations were tested. The first number represents the input layer formed by four scalars representing the descriptors of the ABCD rule, the last number represents the output layer, and the intermediate numbers represent the configuration of the hidden layers. The best result, on average, is obtained by the architecture 4-1024-1. Therefore, in this work, the architecture shown in Figure 7 is proposed, which consists of three layers: the input layer is formed by four neurons, a neuron for each descriptor of the ABCD rule, the intermediate layer with 1024 neurons, and a final layer with only one neuron. In the hidden layer, a ReLu (Rectified Linear Units) activation function is used, and, in the last layer, the Sigmoid function. The ReLU function is a simple function that is zero for any input value below zero and the same amount for values greater than zero. A dropout of 0.5 is used in the last two layers of the model, setting a fraction of inputs to zero to reduce excessive adjustment. Finally, a size batch of 64, a learning function Adam, and a learning rate of 0.01 were used.




2.2.4. Descriptors’ Importance Analysis


The ABCD rule, which uses Symmetry (a), Edge (b), Color (c), and Dimension (d) as descriptors to discriminate between benign and malignant melanoma, [18] has been widely used in the literature due to its excellent results [19]. However, it is interesting to analyze the importance of each descriptor in our designed multilayer perceptron. Table 3 displays a comparison with different descriptor setup, where it can be observed: when just one descriptor is used, the more relevant descriptor is color followed by symmetry. When two descriptors are used, the best combination is symmetry and dimension. Finally, the best setup when three descriptors are used is the edge, color, and size.




2.2.5. Performance Evaluation


The metrics to evaluate the performance of the algorithm are two. The first is the cross-validation to obtain the best results regarding the evaluation of the quality of the prediction of the model (classification between malignant and benign melanoma). The k-fold cross-validation or cross-validation consisted of taking the dataset and creating two separate sets: a training set and a validation set.



Subsequently, the training set is divided into ten subsets, and, at the time of training, each subset is taken as a test set of the model, while the rest of the data are considered as a training set.



This process is repeated ten times, and, in each iteration, a different test set is selected, while the remaining data are used as a training set. During each iteration, a quantification of false positive and false negative cases, from these values precision (4), specificity (5), sensitivity (6), and efficiency (7) are calculated, where TN are true-negative cases, FN false-negative cases, TP true-positive cases, and FP false-positive cases:


  A c c u r a c y =    T P + T N   T P + T N + F P + F N     



(4)






  S p e c i f i c i t y =    T P   T P + F N     



(5)






  S e n s i t i v i t y =    T N   T N + F P     



(6)






  E f f i c i e n c y =    S e n s i t i v i t y + S p e c i f i c i t y + A c c u r a c y  3    



(7)







Once the iterations are completed, the efficiency and error for each of the models produced are calculated. To obtain the efficiency, and the final error, the average of the 10-trained models is calculated. Figure 8 illustrates the Cross-Validation process used.



The second metric is a statistical analysis by considering severity classification for cases of malignant melanoma; first, a mean analysis is performed with t-Student distribution, which is the most used to compare different treatments, since one of the objectives was to demonstrate that the means are statistically different among levels (severity levels for cases of malignant melanoma). An analysis of variance is also performed to determine the range where the differences between the treatments fall with a degree of reliability of 97%. Finally, an estimation of the detection ranges for each level is done, maintaining the previous reliability.






3. Results and Discussion


The main aim of this research was to develop an efficient and robust method for the detection and classification of melanomas in simple and dermatological images using image processing and a multilayer perceptron. The algorithm estimates the descriptors of the ABCD rule and uses the values as input for the multilayer perceptron. It is responsible for the training and classification of malignant and benign melanoma.



Figure 9 and Figure 10 illustrate the identification of the contour and the type of melanoma according to the analysis of the results (contour color indicates severity). Severity levels are an additional classification of malignant cases of melanoma.



The validation was divided into two stages; the first was the cross-validation using Equations (4)–(7), and the second was statistical analysis. According to the results, the method has better efficiency than conventional methods since, after applying the equations, an efficiency of 97.78% for simple images and 98.22% for dermatological images was obtained. Table 4 shows the precision values obtained in the iterations for both simple and dermatological images. Figure 11 illustrates the comparison of the efficiency levels of the development method with studies that used the same type of images and datasets.



The second classification is responsible for categorizing the severity of the malignant melanoma once it has been diagnosed. The maximum and minimum obtained from the estimation of each descriptor are used for the classification. The analysis of the results for the second metric indicates that the levels for cases of malignant melanoma correspond to level 1 when they are less than 0.35 (green color), level two when they are less than 0.65 (yellow color), level three when they are less than 0.85 (orange), and level four when they are greater than 0.85 (red); Figure 9 and Figure 10 show examples of malignant melanoma with different levels of severity.



Subsequently, the confidence levels of the mean were determined; according to the results, it is said that the average of the cases will fall 97% of the time. It was observed that there is a slight overlap in the ranges of the means. However, the reliability for which it was calculated is high. Thus, it can be said that the range of confidence is high. It is concluded that the means are statistically different among the groups considering a reliability level of 97%.



In addition to detecting and classifying cases of malignant and benign melanoma, and detecting level severity, the proposed method offers other advantages such as detecting several cases of melanoma in the same image, identifying images that show skin only and cases of melanoma where the image has hair in it. When the image contains more than one melanoma, a diagnosis is provided for each.




4. Conclusions


In this paper, a method for detection and classification of melanoma in simple and dermatological images was proposed. It uses mathematical morphology, Gaussian filters, HSV color space, and a multilayer perceptron for rating. Four descriptors—symmetry, size, color, and edge—were estimated. The multilayer perceptron is in charge of classification. Several tests of the classifier with different parameters were performed. The best result was achieved using 1024 neurons in the hidden layer and a sigmoidal activation function.



The experimental results achieved a superior performance than three state-of-the-art methods in terms of efficiency. According to cross-validation, a high level of reliability was achieved, with an efficiency value equal to 97.78% for simple images and 98.22% for dermatological images.



The analysis of the results indicates that the values in the ABCD rule measurements increase significantly in the cases of malignant melanoma, and the most significant descriptor of the four being symmetry.



This work derives certain future activities; one of them is the implementation of the proposed method in an embedded system since, due to its high levels of efficiency, it is inferred that it will increase the levels of reliability in the detection of melanoma in comparison with the applications reported. If this is the case, we can expect to have a portable and low-cost melanoma detector device at some point in the future.
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Figure 1. Melanoma images. (a,c) simple images and (b,d) dermatological images. (a,b) benign melanoma cases, and (c,d) malignant melanoma cases. 
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Figure 2. Flowchart of the proposed method. 
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Figure 3. Example of the detection and classification of melanoma corresponding to Algorithm 1. (a) the input image   I  ( a )   ; (b) corresponds to the identification of possible cases of melanoma after noise and skin removal   I  ( b )   ; (c) shows the semiplanes formed for the evaluation of symmetry a; (d) the edge identified d. 
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Figure 4. Removal of skin and noise from the original image. (a) original image, (b) results obtained after applying the Gaussian filter, (c) final results obtained after applying mathematical morphology. 
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Figure 5. Symmetry and shape identification test. (c,d) comparison using the largest axis, (a,b) comparison using the smallest axis. 
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Figure 6. Example of symmetry estimation. Ellipse and rectangle inscribed in the outline of the possible case of melanoma, identification of midpoints, and semiplanes. 
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Figure 7. Proposed multilayer perceptron, four input data, and one output data. 
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Figure 8. Cross-Validation, the 10 subsets are randomly selected. 
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Figure 9. Examples of identification and classification of malignant melanoma cases in simple images. 
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Figure 10. Examples of identification and classification of malignant melanoma cases in dermatological images. 
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Figure 11. Comparison of efficiency between reported literature and the proposed approach. 
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Table 1. Relevant research in the detection of melanoma using dermatological image.
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	Year
	Reference
	Efficiency
	Sample of Images





	2001
	[33]
	92.5%
	63



	2011
	[34]
	96.3%
	100



	2014
	[7]
	82.7%
	866



	2015
	[35]
	96.5%
	200



	2015
	[36]
	95.4%
	332



	2018
	[37]
	96.7%
	76



	2018
	[38]
	79.9%
	104



	2018
	[37]
	94.8%
	206



	2018
	[30]
	96.0%
	undefined [39]



	2019
	[40]
	96%
	397



	2019
	[18]
	95.5%
	undefined [41]
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Table 2. Accuracy obtained using different MLP (Multilayer Perceptron) architectures.
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	MLP Architectures
	Simple Images
	Dermatological Images
	Average





	4-8-1
	97.07
	97.93
	97.50



	4-16-1
	97.18
	97.40
	97.32



	4-32-1
	97.86
	97.57
	97.66



	4-64-1
	97.75
	97.77
	97.76



	4-128-1
	97.89
	97.99
	97.95



	4-256-1
	98.08
	98.09
	98.09



	4-1024-1
	98.57
	98.65
	98.62



	4-16-16-1
	98.29
	98.77
	98.60



	4-32-32-1
	98.18
	97.99
	98.05



	4-64-64-1
	98.07
	98.17
	98.13



	4-128-128-1
	98.18
	97.40
	97.66



	4-256-256-1
	97.99
	98.16
	98.10



	4-1024-1024-1
	97.99
	98.19
	98.12



	4-16-16-16-1
	98.33
	97.40
	97.71



	4-256-256-256-1
	98.10
	98.10
	98.10
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Table 3. Accuracy obtained with different descriptors setup.
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Descriptor

	
Accuracy






	
Symmetry (a)

	
Edge (b)

	
Color (c)

	
Dimension (d)

	
Simple Images

	
Dermatological Images




	
x

	
x

	
x

	
x

	
98.57

	
98.65




	
x

	
x

	
x

	

	
94.06

	
90.38




	

	
x

	
x

	
x

	
95.74

	
94.80




	
x

	

	
x

	
x

	
93.03

	
93.40




	
x

	
x

	

	
x

	
94.09

	
92.38




	
x

	
x

	

	

	
91.04

	
90.24




	

	
x

	
x

	

	
90.54

	
87.24




	

	

	
x

	
x

	
90.31

	
88.63




	
x

	

	

	
x

	
91.09

	
92.08




	
x

	

	
x

	

	
93.14

	
89.94




	

	
x

	

	
x

	
84.96

	
91.34




	
x

	

	

	

	
76.03

	
86.38




	

	
x

	

	

	
72.48

	
83.67




	

	

	
x

	

	
88.17

	
85.29




	

	

	

	
x

	
70.85

	
84.74
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Table 4. 10-fold cross-validation accuracy.
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	Type of Image
	k = 1
	k = 2
	k = 3
	k = 4
	k = 5
	k = 6
	k = 7
	k = 8
	k = 9
	k = 10
	Average





	Dermatological
	97.89
	98.15
	100
	97.23
	100
	97.9
	100
	98.41
	97.86
	99.11
	98.65



	Simple
	98.27
	99.01
	96.89
	99.30
	100
	97.98
	98.77
	99.34
	98.16
	98.02
	98.57
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