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Abstract: In order to enhance the accuracy of short-term wind power forecasting (WPF), a short-term
wind power forecasting method based on historical wind resources by data mining has been designed.
Firstly, the spoiled data resulting from wind turbine and meteorological monitoring equipment
is eliminated, and the missing data is added by the Lomnaofski optimization model, which is
based on the temporal-spatial correlation of meteorological data. Secondly, the wind characteristics
are analyzed by the continuous time similarity clustering (CTSC) method, which is used to select
similar samples. To improve the accuracy of deterministic prediction and prediction error, the
radial basis function neural network (RBF) deterministic forecasting model was built, which can
approximate nonlinear solutions. In addition, the wind power interval prediction method, combining
fuzzy information granulation and an Elman neural network (FIG-Elman), is proposed to acquire
forecasting intervals. The deterministic prediction of the RBF-CTSC model has high accuracy, which
can accurately describe the randomness, fluctuation and nonlinear characteristics of wind speed.
Additionally, the mean absolute error (MAE) and root mean square error (RMSE) are reduced by the
new model. The interval prediction of FIG-Elman results show that the interval width decreased by
18.85%, and the coverage probability of interval increased by 10.94%.

Keywords: Lomnaofski norm; RBF neural network; FIG-Elman network; deterministic wind power
predication; wind power interval predication

1. Introduction

With the rapid development and large-scale integration of wind power, accurate and reliable wind
power forecasting (WPF) plays a key role in helping power system operators and market operators to
schedule and trade wind generation at various spatial and temporal scales. Highly penetrated and
correlated wind power integrated into the power system implies great uncertainties and technical
challenges for system operators. Therefore, short-term WPF is one of the most important solutions to
promote the development of wind energy, with the advantages of helping electric dispatching and
restraining the impact of fluctuations of wind power effectively.

Most of the existing WPF methods have been optimized by hybrid different algorithms in
recent years. Reference [1] evaluated the effectiveness of autoregressive moving average–generalized
autoregressive conditional heteroscedasticity (ARMA–GARCH) approaches for modeling the mean
and volatility of wind speed. Reference [2] analyzed the Kalman filter to the configuration for wind
speed and wind power forecast, while reference [3] proposed a real-time forecasting method of wind
speed based on spatio-temporal correlation and the BP neural network, which improved the prediction
accuracy. Besides, in the literature [4–7], the optimization and combination of the neural network
algorithm, empirical mode decomposition and regression vector machine were used to predict wind
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power. Even though the combination forecasting model improved forecasting accuracy to some
extent, the results were still unsatisfactory. After in-depth research, we find scholars have been paying
attention to researching WPF while screening the similar set as prediction samples referring to the
data mining and fine-analysis of samples. According to the analysis principles, the existing analysis
methods based on data mining and identifying similar samples are divided into three:

• Predicting periodicity based on monthly or quarterly historical meteorological conditions [8];
• Classification of meteorological data by clustering algorithms according to similar wind conditions,

weather patterns and output patterns [9]; and
• Application of distance function and entropy correlation based on the characteristics of wind

speed to obtain similar samples [10].

While most works have looked at how to predict wind power generation at a given site or for a
given portfolio, only few have considered the spatio-temporal correlation in their power generation.
Research on the methods above indicate that the training samples are mostly selected from historical
data, with a definite aim and limited number to study a similar set. However, there are lots of
redundant data in samples, on account of ignoring the diversity of meteorological data changes and
the continuity of wind speed in a short time. The problem we have outlined deals largely with the
study of data pre-processing. It is necessary to combine the variability of actual weather conditions
and the continuity of short times to obtain the accurate sample data, so as to improve the accuracy of
forecasting through the intentionally screened and fine-analysis of historical data.

In this paper, we focus on original data preprocessing, which includes removing redundant
data and supplementing missing data. This is not because redundant data will lead to much more
calculational burden and slow down the calculation speed, but because missing data may cause the
loss of effective information and reduce the prediction accuracy. To improve the accuracy of WPF, it is
important to consider the spatio-temporal correlation between the meteorological data in the same
time series when supplementing the missing data.

To solve these problems, we present a short-term WPF approach based on the data mining of
historical wind sources. The paper is organized as follows. Section 2 describes the structure of the
Lomnaofski optimization model, which is used to pre-process the data. The continuous time similarity
clustering method (CTSC) is introduced in Section 3. The numeral case of single point prediction
solved by the RBF network and interval prediction solved by the FIG-Elman model are presented
and discussed in Sections 4 and 5, respectively, followed by the conclusion. The results show that the
short-term prediction accuracy of wind power has improved.

2. Lomnaofski Optimization Model

In this section, we describe the improved Lomnaofski model for data pre-processing. The power
output of wind turbines is stochastic, which is determined by wind and wind turbine generators. At the
same time, the bad points and missing values of historical wind sources will be produced by wind
turbines and meteorological monitoring equipment. It is necessary to effectively eliminate the spoiled
data and supplement missing data in order to fully study the correlation between meteorological data
and power data.

The Lomnaofski norm is a criterion to distinguish the singular point of measured data, which can
establish basic composite numerical statistical analysis theory and eliminate abnormal data. Considering
the characteristics of wind speed and correlation of time series, the Lomnaofski norm is selected to
preprocess meteorological data such as wind speed.
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The Lomnaofski norm is based on the measurements conformed to the t-distribution. In a
certain number of measurements, n, the equal-precision measurement obtains a group of data,
X = (x1, x2, · · · xn). If there is spoiled data, xk, which needs to be supplemented after eliminating,
then delete it. The optimization model is discriminated and processed as follows:

1. Remove the spoiled data, xk, then calculate the arithmetic average X in the measurements without
xk. X is written as:

X =
1

n− 1

n∑
i=1

xn (1)

2. Calculate the standard deviation s, except the residuals of xk, which is expressed as:

s =

√√ n∑
i=1

ν2i/n− 2 (2)

3. The coefficient value, K(A, n), is obtained from the t distribution table according to the selected
significant level A and the number of measurements n, D = K(A, n)s.

4. If xk − X > K(A, n)s, then xk is determined to be an abnormal point and should be eliminated;
if xk −X < K(A, n)s, it means that xk is normal data and should be retained.

5. The data which is eliminated or missed is supplemented by using the value before and after the
spoiled data xk in the same sequence, which is expressed as xk =

xk−1−xk+1
2 . If the value before and

after the spoiled data xk is also missed, then it is supplemented according to the spatial correlation
sequence obtained by the synchronization monitoring, which is expressed as xk = α ∗ xk

′, where α
is the correlation coefficient of two spatial sequences, and xk

′ is the corresponding point of the
spatial correlation sequence.

Wind speed and wind direction data sequences are mainly preprocessed in this paper.
The preprocessed data obtained by the optimized model is shown in Figure 1. As can be seen
in Figure 1, the wind farm has obvious characteristics of randomness, fluctuation and nonlinearity.
The samples can be preprocessed effectively by the Lomnaofski optimization model.
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Figure 1. 2018-1-12 Data pretreatment by the Lomnaofski optimization model. (a) The data graph of 
original data; and (b) the data graph after being processed by the Lomnaofski optimization model. 
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shown below. Reference [11] used the extreme difference method to analyze the similarity of the main 
parameters affecting wind power, and established a Chebyshev neural network model for power 
prediction whose accuracy was higher than that of only using a neural network. In reference [12], a 
neural network model was constructed based on principal component analysis, which had the 
advantage of eliminating the relationship among the factors affecting the original wind power. The 
results showed that the prediction accuracy had been improved. Reference [13] established a variety 
of prediction models according to the meteorological conditions, and the prediction effect was better 

Figure 1. 2018-1-12 Data pretreatment by the Lomnaofski optimization model. (a) The data graph of
original data; and (b) the data graph after being processed by the Lomnaofski optimization model.

3. Similar clustering Analysis Method Based on Continuous Periods

Most of existing articles which have considered the diurnal similarity of wind speed changes
are shown below. Reference [11] used the extreme difference method to analyze the similarity of the
main parameters affecting wind power, and established a Chebyshev neural network model for power
prediction whose accuracy was higher than that of only using a neural network. In reference [12],
a neural network model was constructed based on principal component analysis, which had the
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advantage of eliminating the relationship among the factors affecting the original wind power.
The results showed that the prediction accuracy had been improved. Reference [13] established a
variety of prediction models according to the meteorological conditions, and the prediction effect
was better when the meteorological conditions were stable. In reference [14], the meteorological
data of predicted time points were used as the core of the gray correlation method to cluster similar
days, and meteorological parameters were analyzed to reduce dimension, obtain independent factors
and establish a prediction model. Reference [15] established the Elman prediction model based on
determining the optimal length of similar time intervals after analyzing historical data and combining
the K-means clustering method for power clustering.

The foregoing methods just cluster historical data on similar days monthly or quarterly, so the
timescale is long when using historical data for short-term power prediction, which does not consider
the continuity of meteorological data in short-time scales such as wind speed, as well as the fluctuation
of wind speed, or the mutation and trend of wind speed series. A continuous-time similarity clustering
analysis method (CTSC) is proposed in this paper, which uses the similar wind speed series in the
same period of N-day as the clustering set, and then selects the time series with high similarity as
training samples. The prediction accuracy has been significantly improved due to the high similarity
between data samples and prediction sets such as wind speed and wind direction.

There are two points that need to be taken into consideration when selecting continuous periods.
The first is the similarity analysis of daily characteristics, which mainly rely on similarities between the
parameters of the training set and historical data. The output of wind turbines is affected by wind
direction, wind speed, air temperature and air pressure, etc. The relationship of the influence factors
can be expressed as follows

Y = [νmin, tvmin, νmax, tvmax, cos D, sin D, Paver, Tmin, tTmin, Tmax, tTmax] (3)

where tvmin, tvmax, tTmin, tTmax, Tmin, Tmax are the time of minimum and maximum speed, the time
of lowest and highest temperature, and the lowest and highest temperature, respectively. Paver is the
average pressure. cos D and sin D are cosine and sinusoidal values of wind direction.

The gray correlation method is used to identify similar days. Let the eigenvectors of the prediction
day be xi. The wind speed association on the j-th day can thus be expressed as

ξ j(ν) =
min jminν

∣∣∣x(ν) − x j(ν)
∣∣∣+ ρmax jmaxν

∣∣∣x(ν) − x j(ν)
∣∣∣+ ∣∣∣t1 j − t2

∣∣∣+ ∣∣∣t2 j − t2
∣∣∣∣∣∣x(ν) − x j(ν)

∣∣∣+ ρmax jmaxν
∣∣∣x(ν) − x j(ν)

∣∣∣+ ∣∣∣t1 j − t2
∣∣∣+ ∣∣∣t2 j − t2

∣∣∣ (4)

where ρ ∈ [0, 1] represents the resolution coefficient, which is generally 0.5.
The eigenvectors of the predicted day and the correlation coefficients of wind direction, ξ j(D), air

pressure, ξ j(P), and temperature, ξ j(T), on the j-th day are obtained, and so on. The weight ratio is
used to weigh the eigenvector components of similar days. The weight ratio is expressed as follows

ξ j = 0.6ξ j(ν) + 0.3ξ j(D) + 0.05ξ j(P) + 0.05ξ j(T) (5)

where ξ j represents the similarity coefficient.
The similar samples are selected from the data samples of the approaching half-month to be

predicted during the forecasting.
Then, the similar samples obtained after preliminary screening should be finely analyzed according

to the shape and similarity of development trends, combined with the number of samples. The days to
be predicted are divided into time periods, and the final period length is determined on the premise of
meeting the training sample number. The specific methods are as follows:
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1. Determine the number of the best clustering centers so that they can cover all the samples.
2. Determine the length of period, preliminarily by the similarity of shape and development trend

of similar days.
3. Optimal period length is obtained, and the samples with the above similar characteristics are

selected from the similar days, according to the number of clustering centers, and the development
trends of the wind speed and wind direction.

4. On the premise of meeting the number of training samples, the final length of period is determined.

Different shapes and development trends can be classified into the following categories, considering
different states of meteorological changes.

If the input eigenvectors, such as wind speed and wind direction, have few changes in the
continuous period, we define it as a stationary stage. The expression is as follows:

P(w j) =

{
w j ∈ {w} , j = 1, 2, · · · n

wmax −wmin ≤ K1
(6)

If the input eigenvectors, such as wind speed and wind direction, have obvious trend changes in
the continuous period, it can be regarded as a trend change. The expression is as follows:

P(w j) =


w j ∈ {w} , j = 1, 2, · · · n∣∣∣w j

max −w j−1
min

∣∣∣ ≤ K2, i = 1, 2, · · · l, l < n
wmax −wmin ≥ K1

(7)

If the input eigenvectors, such as wind speed and wind direction, have continued volatility in the
continuous period, it can be regarded as a continuous fluctuation. The expression is as follows

P(w j) =


w j ∈ {w} , j = 1, 2, · · · n∣∣∣w j

max −w j−1
min

∣∣∣ > K2, i = 1, 2, · · · l, l < n
wmax −wmin ≥ K1

(8)

where {w} is the quasi-wind power sequence by cubic operation of the wind speed, wmax, wmin are the
maximum and minimum in {w} and

∣∣∣w j
max −w j−1

min
∣∣∣ is the difference between the maximum and

minimum values in the slot. K1,K2 are the respective set thresholds.
The expressions of K1 and K2 are as follows

K1 = η1

n∑
i=1

wi/n (9)

K2 = η2

n∑
i=1

wi/n (10)

where w1, and wn are the beginning and the end of {w} , w j
max is the maximum point of {w} , l is the

number of {w} and η1 are η2 the threshold coefficient, which are determined according the specific
wind conditions of the wind form. Additionally, η1 is set to 0.5, and η2 is set to 1.

The procedure of partitioning continuous periods based on wind characteristics is shown in
Figure 2.
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4. Numeral Case of Deterministic Prediction

The establishment of the wind speed prediction model is mainly divided into four parts:
data processing; establishing a hybrid model; establishing a comparison model; and verifying
the effectiveness of the hybrid model. In this section, we introduce a numeral case of deterministic
prediction using the RBF network, considering the characteristics of randomness, fluctuation and
nonlinearity of wind speed, and because the RBF network can approximate arbitrary nonlinear
functions and has good generalization ability. The RBF neural network has strong nonlinear fitting
ability and can map any complex nonlinear relationship. RBF has a three-layer structure, including
the input layer, hidden layer and output layer. This paper will not go into detail due to limited space.
In this section, we will compare the prediction results of the RBF network and BP neural network.

In order to verify the applicability of the model, the sampling time interval is 10 minutes and
the monitoring period is 2018.01.01–2018.08.30. The sampling variables include wind speed, as well
as six factors: sinusoidal wind direction (sin D); cosine wind direction (cos D); temperature (T); air
pressure (P); humidity (H); and motor speed (M). The data of the first three quarters of the month will
be used as a training set, and the remaining data as a testing set after preprocessing. Here, the statistical
analysis of data samples excludes extreme weather such as typhoons during the monitoring period.
One day is divided into four continuous periods, with each period containing 400 minutes, and one day
having 144 measured values of [0–40], [41–80], [80–120] and [120–144], with the corresponding times
being [0:00–6:40], [6:40–13:20], [13:20–20:00] and [20:00–24:00]. The forecasting day is 7 February 2019.
Firstly, according to the above continuous time similarity clustering method (CTSC), the simultaneous
data similar to the test samples are selected and used as the training samples to conduct the training
network. The prediction results are shown in Figure 3.
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Figure 3. All-day deterministic power forecasting results on February 7, 2019. (a) [00:00–6:40] Prediction
Chart. (b) [6.40:00–13:20] Prediction Chart. (c) [13:20–20:00] Prediction Chart. (d) [20:00–24:00]
Prediction Chart.

In this section, an RBF network model based on continuous time similarity clustering (CTSC)
is proposed, and the results of RBF are better than that of the BP neural network, as shown in
Figure 3. In Figure 3a,c, compared with primitive model and the RBF-CTSC model, all have strong
fluctuation. The predicted results of the primitive model are far from the measured values. In Figure 3b,
the prediction results of the RBF-CTSC model are significantly closer to the measured wind power
values than the primitive model. In Figure 3d, compared with the measured values, the prediction
results of the primitive model without CTSC lack fluctuation characteristics, and do not reflect the
trend of the original series. As we can see from Figure 3, the RBF model is mainly applied to reflect
the nonlinear characteristic of wind speed, while the time series model is used to reflect the linear
characteristic of wind speed. As can be seen in Figure 3, both models can reflect the fluctuation
trends of some actual values, but the prediction results of the RBF network are more approximate
to actual values, and the validity of the model is proven. Table 1 is the accuracy analysis of the
prediction model, in which MAE and RMSE are the error indexes. The less MAE or RMSE there are,
the greater the prediction accuracy is. Comparing the average absolute error (MAE) and root mean
square error (RMSE) of these two models, these error indexes of the BP model and RBF-CTSC model
show a decreasing trend in order. We also find that even though the wind speed and direction present
a randomness and volatility fluctuation range in the training data, the results of the new method
still have a good performance. Based on the deterministic WPF, the randomness, fluctuation and
nonlinear characteristics of wind power can be described accurately, which can help to optimize the
grid scheduling plan and improve the reliability of the wind power grid.
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Table 1. Experimental results of two models.

Model
MAE (%)

Part one Part two Part three Part four

Primitive model 20.05 13.51 3.85 5.09

The new model 8.57 5.06 2.56 3.87

Model
RMSE (%)

Part one Part two Part three Part four

Primitive model 23.99 14.83 4.48 6.93

The new model 16.09 7.29 3.58 5.09

5. Numeral Case of Interval Prediction

At present, we learn that most of WPF methods focus on deterministic prediction. There is a
drawback of deterministic prediction, in which the error between the predicted and the measured still
exists, so that it is important to study the interval prediction of wind power by which the instability of
wind power caused by wind uncertainty can be better described.

In the study of the interval prediction method, reference [16] explored a forecasting method
combined empirical mode decomposition and extreme machine learning. Additionally, the forecasting
results show that the interval prediction effect is good. Reference [17] proposed an interval
prediction model based on the wavelet neural network, optimized by a multi-objective intelligent
algorithm. Compared with traditional multi-objective methods, this method has better performance.
However, most of the existing forecasting models only output point or interval forecasting separately;
it does not provide more detailed information for related staff, which is helpless to the development
demand of the energy, Internet and power market [18]. Researchers begin to apply fuzzy information
granulation to power prediction, as the maximum and minimum values of the interval prediction can
be obtained by such methods. The deterministic and interval prediction results of complex nonlinear
time series can be obtained at the same time, which provides a technical support for dispatching [19].

Major existing wind power interval prediction methods have disadvantages such as complex
calculation, slow convergence speed and low efficiency. For example, the choice of the Hessian matrix
and derivative operations will increase the computational complexity of the model. The Elman neural
network belongs to the feedforward neural network, which can approximate any nonlinear function
under the given kernel function condition. The estimation of the upper and lower limits of the neural
network interval is based on the parameters of the optimized neural network, and does not need
prior knowledge and hypothesis estimation, i.e., the lower-upper bound estimation method (LUBE).
This paper establishes the Elman neural network wind power interval prediction model based on
continuous time similarity clustering.

5.1. LUBE-Elman Interval Prediction

The network structure of the Elman neural network (ENN) is divided into four parts—an input
layer, a hidden layer, an undertaking layer and an output layer—as illustrated in Figure 4. The input
layer can be used to transmit the raw data; the imported weighted data are mapped linearly or
nonlinearly through the transfer function of the hidden layer; and finally, the processed data are
performed by the linear weighted method in the output layer. The framework of the LUBE-Elman
interval prediction is shown in Figure 4. For the multi-input and dual-output Elman model, the weights
and thresholds in the model can be given arbitrarily and selected optimally.
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According to the previous method, we obtained similar continuous time intervals from the training
samples. The training set is expressed as T =

{
(xi, p1)

N
i=1

}
, where xi represents the input parameters of

the model, including the historical wind speed, wind direction, temperature and pressure, and p1 is
the historical wind power. The testing set is expressed as P =

{
(xi, p2)

N
i=1

}
, and then determined given

the confidence interval and confidence probability of 100(1− α)%, where α represents confidence, and
it is 0.9 in this paper. The prediction interval is IαP(xi).

IαP(xi) = [Lαt (xi), Uα
t (xi)] (11)

where Lαt (xi) means the lower limit of the prediction interval, and Uα
t (xi) means the upper limit of the

prediction interval.
The training set and testing set are normalized, and the normalized interval is (0, 1). The normalized

expression is as follows:
Pi = (P− Pimin)/(Pimax − Pimin)

Ti = (T − Timin)/(Timax − Timin)
(12)

There are four input eigenvectors and one output vector in the model. Where w1, w2 and w3 are
the weight of the first stage, the weight of the second stage and the weight from the hidden layer
to the output layer, respectively. x(i), i = 1,2,3,4, represents the input eigenvector, including wind
speed, direction, pressure and temperature. xi(k) is the K-th value of the eigenvector. f (∗) is the transfer
function of the middle layer neural network. The expression is as follows:

x(i) = f (w1xi(k) + w2(u(k− 1)))
xi(k) = x(k− 1)
y(i) = g(w3x(i))

(13)

The final output value is the weighted summation of each eigenvector, as follows:

y =
4∑

i=1

g(w3x(i)) (14)

In the training process, the weights and thresholds of the given hidden layer will not be changed,
but the parameters of the output layer will be changed. The prediction interval will be obtained from
optimal weights based on the calculation by the least square method.
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5.2. Interval Prediction Model Based on FIG-Elman

This paper innovatively combines the advantages of the FIG and Elman neural network, including
short-term memory function, high sensitivity and dynamic modeling ability. Compared with other
WPF methods, the main outstanding points are the point forecasting results, and the interval forecasting
results can be obtained simultaneously with quick calculating speed and high working efficiency.
Figure 5 is the flow chart of the WPF model, based on FIG-Elman.
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The triangular granulation function is used to calculate the content in this paper, with the
expression as follows:

A(x, a, m, b) =


0, x < a

(x− a)/(m− a), a ≤ x ≤ m
(b− x)/(b−m), m < x ≤ b

0

(15)

5.3. Prediction Interval Evaluation Indicators

The prediction interval indicators include mean absolute percentage error, forecasting interval
coverage percentage, forecasting interval width.

• Indicator 1: Mean absolute percentage error (MAPE) is used to evaluate the error between
measured and predicted value [20]. The smaller the IMAPE value, the higher the prediction
accuracy. Its expression is as follows

IMAPE =
1
n

n∑
i=1

∣∣∣∣∣∣∣xi −
∧
xi

xi

∣∣∣∣∣∣∣× 100% (16)

where n represents the number of test samples, xi represents the measured power value and
∧
xi

represents the predicted value.
• Indicator 2: Forecasting interval coverage percentage (FICP) is used to express the probability of

the measured value in the prediction interval. A more measured value falls into the interval when
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the value of IFICP is larger, and the reliability of the interval prediction is higher. Its expression is
as follows

IFICP =
1
n

n∑
i=1

ci (17)

where x(i) ∈ [Li, Ui], ci = 1, or ci = 0.
• Indicator 3: Forecasting interval average width (FIAW) is used to test the appropriateness of the

predictive interval width, which used to prevent excessive interval width. The smaller the IFIAW

value is, the narrower the interval is, as follows

IFIAW =
1
n

n∑
i=1

(U(xi) − L(xi)) (18)

where U(xi) represents the upper limit of the prediction interval of the first prediction sample.
L(xi) denotes the lower limit of the prediction interval of the first prediction sample.

5.4. Results and Discussion

The data is from 1500W wind turbines running in the NanAo Wind Turbine Testing and Certification
Site of Shantou University on 2018.01.01–2018.01.31. The original data of historical wind series is
preprocessed by the optimized Lomnaofski norm model, and then divided the training sat and
testing set. The data of 2018.01.01–2018.01.29 is used as training set, and the data of 2018.01.30
12:00 a.m.–12:30 p.m. is used as test set of short-term interval WPF. The prediction results are shown
in Figure 6.
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Figure 6 shows the predictive value of LUBE-Elman model and FIG-Elman model. Both have good
applicability after analyzing and researching. Based on the uncertainty WPF, the fluctuation range of
wind speed can be effectively predicted, which is conductive to quantify the intermittent risk of a wind
turbine. The performance of the model is evaluated by the interval prediction assessment indicators,
and the good performance should have narrower width and higher coverage probability of the interval
prediction. The greater the coverage is, the stronger is the reliability of interval prediction. The smaller
the interval width is, stronger too is the sensitivity. We can conclude that the interval width and the
coverage probability of the LUBE-Elman model is worse than the FIG-Elman model under the same
conditions, and besides, the MAPE of predictive value is higher in Table 2. The evaluating values show
that the interval width of the FIG-Elman method decreases by 18.85%, and the coverage probability
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of interval increases by 10.94%. The results are obtained by Equations (17) and (18) respectively.
Additionally, the FIG-Elman model is better than the LUBE-Elman model.

Id.FIAW =
IFIAW.L − IFIAW.F

IFIAW.L
(19)

Ii.FICP =
IFICP.F − IFICP.L

IFICP.L
(20)

where Id.FIAW represents the result of decreased interval width, Ii.FICP represents the result of the
increased coverage probability of interval, and IFIAW.L, IFIAW.F, IFICP.L and IFICP.F represent the results
of LUBE-Elman and FIG-Elman respectively.

Table 2. Experimental results of two models.

LUBE-Elman IMAPE (%) IFICP (%) IFIAW

2018.01.30 12.58 81.11 228.31

FIG-Elman IMAPE (%) IFICP (%) IFIAW

2018.01.30 10.64 89.89 185.26

6. Conclusions

A data preprocessing method is proposed based on the optimized Lomnaofski model, considering
the temporal-spatial correlation of wind speed series. The experimental and computational results
show that this approach is effective and feasible.

The prediction results are compared with those based on common similar day clustering. It can
be seen that the results that the model put forward in this paper are better than those of the model
based on the similar day clustering, and the average absolute error and root mean square error of the
prediction results are reduced, which proves the validity of the model. When the wind speed and
direction present a randomness and volatility fluctuation range in the training data, the results of the
new method still show a good performance.

We proposed a FIG-Elman wind power interval prediction method based on continuous-time
similarity clustering analysis, which would be combined with data preprocessing and data classification.
It has the advantage of dealing with small sample data and high-dimensional nonlinear problems.
The performance of the model is evaluated by the interval prediction assessment indicators. By
comparing the predictive value with the measured value, the prediction accuracy of the FIG-Elman
wind power interval prediction method is significantly higher than that of the LUBE-Elman method,
as well as more efficient.
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