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Abstract: Data privacy is a major concern when accessing and processing sensitive medical data.
A promising approach among privacy-preserving techniques is homomorphic encryption (HE),
which allows for computations to be performed on encrypted data. Currently, HE still faces practical
limitations related to high computational complexity, noise accumulation, and sole applicability the
at bit or small integer values level. We propose herein an encoding method that enables typical
HE schemes to operate on real-valued numbers of arbitrary precision and size. The approach is
evaluated on two real-world scenarios relying on EEG signals: seizure detection and prediction
of predisposition to alcoholism. A supervised machine learning-based approach is formulated,
and training is performed using a direct (non-iterative) fitting method that requires a fixed and
deterministic number of steps. Experiments on synthetic data of varying size and complexity are
performed to determine the impact on runtime and error accumulation. The computational time for
training the models increases but remains manageable, while the inference time remains in the order
of milliseconds. The prediction performance of the models operating on encoded and encrypted data
is comparable to that of standard models operating on plaintext data.

Keywords: privacy-preserving computations; homomorphic encryption; machine learning;
EEG signals

1. Introduction

In recent years, artificial intelligence (AI) algorithms have shown great potential in
several fields, including healthcare. Allowing for customized diagnosis, treatment planning
and disease prevention, AI has demonstrated its ability to deliver personalized medicine [1].
However, to obtain a satisfactory performance, a significant amount of data needs to be
collected, stored and processed. While achieving promising results in patient-specific
medical applications, accessing sensitive data for training AI models requires proper
anonymization [2]. Even at the inference phase, when an already trained AI model is
employed, privacy should not be compromised. Moreover, regulations regarding personal
data confidentiality (e.g., GDPR in the EU, HIPAA in the U.S.A.) emphasize the need for
developing more effective privacy-preserving techniques.

Therefore, over the last few years, the development of privacy-preserving techniques
that allow for machine learning-based analysis to be performed on encrypted data has
received increasing interest. Techniques such as secure multiparty computation (SMPC),
differential privacy and homomorphic encryption have shown great potential to be adopted
in machine-learning applications, but each of them comes with limitations. Mohassel and
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Zhang [3] were the first who attempted to train a neural network using SMPC for data
privacy, but the usability of this method is limited due to the high computational cost.
Although differential privacy is less complex from the computational point of view, it
implies a trade-off between precision and privacy that can be managed through a proper
noise injection mechanism. This technique was used in machine-learning applications [4–6]
and has achieved promising results. Homomorphic encryption, allowing for mathematical
operations on encrypted data without revealing its underlying information, represents a
promising privacy-preserving method to be combined with machine-learning techniques.
An early work that uses an HE cryptosystem together with neural networks was introduced
in [7], requiring communication between the server and the data owner. This interaction
is eliminated in CryptoNets [8], but the YASHE [9] encryption scheme does not support
real numbers. To address limitations regarding model complexity, CryptoDL [10] uses
low-degree polynomials to approximate nonlinear functions. On the other hand, using
approximated activation functions lowers the prediction accuracy of the models. Moreover,
as a result of a higher number of operations and a longer runtime, none of the above-
described solutions covers the training phase of the models on encrypted data.

All these approaches prove that the integration of HE schemes in real-world AI ap-
plications is a difficult task, as there are still important limitations. For example, the BFV
scheme [11], also employed in the SEAL homomorphic encryption library [12], introduces
noise over plaintext values, reducing thus the number of possible consecutive operations,
and does not allow for the encryption of rational numbers. To overcome this last limitation,
SEAL uses a particularity of the CKKS [13] scheme that affects the computational preci-
sion. Although noise-free HE schemes also exist, most are only partially homomorphic,
supporting only certain operations, e.g., Paillier [14], ElGamal [15] or AHEE [15], allowing
for noise-free addition and multiplication on small integers.

While for most HE schemes, the plaintext domain is restricted to integers, medical data
typically rely on rational numbers. Lacking the possibility of encrypting rational numbers
hinders the utility of an HE scheme. Thus, a major challenge is the extension of HE schemes
to enable computations with real-valued numbers. To achieve this, multiple encoding
methods that extend existing encryption schemes have been proposed. An adaptation
of the BFV scheme is introduced in [16], which allows for real number encryption, and
prevents the underlying message to rapidly increase during computations. In this case, it
is not the message that is encrypted, but a polynomial encoding of it, as presented in [17].
Thus, polynomial coefficients are the digits of the message m in a certain base b. For real
values, the integer part is encoded using positive powers of b, and the rational part uses
negative powers of the base. After adding the degree of the polynomial modulus, all
polynomial exponents become positive. Another approach for modifying the BFV scheme
to render it usable for real values is presented in [18]. Similar to the previous approach,
in [19] an encoding method based on a binary system is proposed. An encoding technique
that enables the use of the Paillier cryptosystem and its homomorphic properties with
rational numbers is introduced in [20], where a real value is written as a fraction of two
integers. The restrictions of this method stem from certain conditions imposed on the
numerator and denominator: they are bounded by a predefined domain and require an
additional step of decryption and approximation with smaller values, to ensure that values
remain between the imposed bounds. In [21], real numbers are expressed in a 32-bit binary
representation, with sign (1 bit), exponent (8 bit) and mantissa (23 bit), which are then
encrypted with HE schemes allowing for bit-wise operations. Similar work was performed
by Jaschke and Armknecht [22,23] where an in-depth evaluation of multiple encoding
methods was conducted, and a method for choosing the appropriate encoding scheme and
parameters for specific use-cases is also described.

Another significant difficulty in performing machine learning using homomorphically
encrypted data is that such models require an evaluation of non-linear activation functions
and iterative gradient-based optimization methods. An option that was also considered
in other similar scenarios (e.g., CryptoNets library [8]) is to approximate the non-linear
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activation functions with low-degree polynomials. If the approximated activation functions
are used with a classical neural network, the function of the entire model can be reduced to
a polynomial function containing different combinations of input features with different
exponents. Under this assumption, the model-fitting process can be performed using
direct analytical methods, rather than iterative gradient-based methods, which allows for
model training in a fixed and deterministic number of steps. This provides control over
the number of arithmetic operations performed on encrypted data, and over the choice of
encryption parameters (e.g., encryption key size). Additionally, because there is no need for
performing a comparison between a loss value and a threshold, this approach is suitable
for being integrated with existing HE schemes.

The main purpose of this study is to enable machine-learning algorithms to operate
directly on encrypted data, employing homomorphic encryption. This way, original data
are never distributed, as they are initially encrypted and all subsequent operations are
directly performed on the encrypted data, without revealing any information about the
underlying data. Thus, we are proposing a method that overcomes certain limitations
of the HE schemes. Specifically, we are proposing an encoding scheme that enables HE
computations to be performed on rational numbers (considering that, typically, only the
addition and multiplication of integers are supported), along with a numerical optimization
approach that allows for model training in a fixed and deterministic number of steps, an
important property in the HE context. Once the model is trained, the goal is to perform
real-time inference on new encrypted data.

To evaluate the feasibility of the proposed method for healthcare applications, we
consider two use cases: epileptic seizure recognition and alcoholism predisposition de-
tection, based on EEG recordings. Both use cases are based on publicly available data
and are formulated as binary classification problems. Experiments were performed with
the proposed method (on encrypted data) but also with classic machine learning meth-
ods (on plaintext data) to demonstrate that the prediction performance is similar. Since
collecting EEG information for training a model or sending the EEG data to the model
owner for the inference phase raises concerns about patient privacy, several studies were
conducted regarding EEG signal encryption. Lin et al. [24] and Ahmad et al. [25] proposed
a chaos-based EEG encryption system. Since the purpose is to secure EEG information
while being stored or transmitted over an insecure channel, the encryption method does
not allow for arithmetic operations. Liu et al. [26] used a feed-forward neural network
where the activation function is approximated with a linear function to solve an EEG-based
classification problem. The training step was performed using plaintext data, while the
encryption was employed only during the inference phase. The EEG signals were en-
crypted using the Paillier algorithm, which only supports addition operations. To allow
for the usage of decimals, an encoding method based on scaling was used. The input
data was preprocessed by selecting 44 out of the 64 electrode channels, which have the
highest Pearson correlation coefficient. Through a performance comparison with other
studies in which other classifiers are used, the authors demonstrated that their approach
represents the state of the art (90.17% accuracy). However, some differences between the
non-privacy-preserving and the privacy-preserving versions of the method were reported.

The paper is structured as follows. Section 2 presents the encoding method, the
algorithms, the data pre-processing, along with a description of the use cases. Section 3
details the evaluation of the method performed on synthetic data, and the results obtained
for the two real use cases. The last section includes a discussion, further development ideas
and conclusions.

2. Methods
2.1. Encoding Scheme

Although integrating homomorphic encryption schemes with encoding methods
addresses some of the impediments that hinder their real-world utility, there are still
difficulties to be considered for obtaining an efficient encoding technique. As HE schemes
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are already complex, and encrypted operations require a higher computational cost than
their plaintext equivalent, adding a new layer of encoding increases the complexity even
more. Furthermore, expressing a value as a sequence of numbers leads to a ciphertext
of growing size, as every number from the sequence is translated to its encrypted form.
For example, when considering a polynomial representation, the multiplication of two
encoded values results in an increased number of terms and polynomials with a higher
order. As the number of operations increases, the increasing dimension is more difficult to
handle, and performing computations becomes more time-consuming.

As discussed in the introduction, encoding based on a polynomial representation is
a common technique used to allow for real number encryption. Our approach is to use a
polynomial representation of a number, based on negative powers of 10. Since the focus
lies on enabling the encryption of real numbers, we deal with the integer and the rational
part separately. Let us consider A ∈ R, a real number represented as A = a0, a1a2. . .an.
All digits of the integer part, denoted by a0, are encoded in the first coefficient of the
polynomial, corresponding to 10 to the power of 0. The rational part is handled differently,
by multiplying each digit with a negative power of 10, according to their position in the
initial number. Adding these partial products, as in Equation (1), we obtain the encoding
of a real value that consists of a sequence of small integers.

A = a0100 + a110−1 + a210−2 + . . . + an10−n (1)

The n value denotes the number of decimals that are taken into account in this encoded
representation and can be set, depending on the required precision for a certain application.
To allow for the encryption of negative numbers, our proposed approach consists of
replacing each coefficient of the polynomial with a difference, as in Equation (2).

A = (a0 − b0)100 + (a1 − b1)10−1 + (a2 − b2)10−2 + . . . + (an − bn)10−n (2)

If A is a negative number, then terms denoted by a0, a1, . . . , an are equal to zero and
the underlying information is stored in the b0, b1, . . . , bn terms, while preserving the sign
of the number. From this point onward, referring to a polynomial coefficient designates a
difference, such as (ai − bi).

For instance, let us consider A = −13.8701, which can be encoded as follows:

−13.8701 = (0− 13)100 + (0− 8)10−1 + (0− 7)10−2 + (0− 1)10−4 (3)

We notice in this example that null decimals are ignored, simplifying the representation
and allowing for an increase in precision. If, for a certain application, we have n = 5, the
encoding takes into account only non-zero decimals, storing in the encoded representation
more information from the original number. Using this method, it is possible to encode
both positive and negative real numbers, with as many decimals as required, and then
encrypt each coefficient by applying an HE scheme.

The operations that can be performed on numbers encoded as previously explained
are addition, subtraction and multiplication. As shown next, homomorphic properties with
respect to these operations are preserved by this encoding technique since they are based
on polynomial calculus.

We consider two real numbers A1 and A2, with their corresponding generic encoded
representations as follows:

A1 = (a0 − b0)100 + (a1 − b1)10−1 + . . . + (an − bn)10−n

A2 = (c0 − d0)100 + (c1 − d1)10−1 + . . . + (cn − dn)10−n
(4)

Addition is performed by adding the corresponding coefficients as in (5), while
subtraction consists of adding the opposite of the subtrahend that is computed, as in (6).

A1 + A2 = (a0 + c0 − (b0 + d0))100 + . . . + (an + cn − (bn + dn))10−n (5)
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−A2 = (d0 − c0)100 + (d1−1)10−1 + . . . + (dn − cn)10−n (6)

To compute A1 A2, we multiply each coefficient of the first factor with all coefficients
of the second factor and group them after the corresponding powers. This may lead to an
increase in the number of coefficients. Hence, the implementation of each operation allows
for selecting a different number of decimals (n) to be stored in the result.

As can be noticed in (1), the entire integer part of a rational number is stored in a single
coefficient. Of course, the same value can be represented symmetrically by distributing
individual digits between different positive powers of 10, but since most of the machine
learning-based techniques make use of data normalization, all input numbers are sub-
unitary. Hence, adding more coefficients to the polynomial representation only to encode a
zero value leads to an avoidable computational overhead.

In combination with this encoding method, it is possible to use any HE scheme that
is homomorphic for addition and multiplication, as these are the only two operations
performed on ciphertexts during the encoded computations. Moreover, if a specific scheme
enables scalar multiplication, the encoding method can also preserve this property, where
a scalar could be, in this context, any integer that is neither encoded nor encrypted, or any
encoded (but not encrypted) real value.

As explained above, the encoding step transforms the input rational number in a
sequence of integers representing coefficients of a polynomial function. In the following
experiments, each of these coefficients is encrypted using the HE scheme proposed in [27].
The resulting ciphertext is also a sequence of integers. This scheme allows for homomorphic
addition and multiplication, and it also supports scalar multiplication. The encoding
method does not affect the homomorphic properties of the ciphertext. Specifically, in [27],
the encryption algorithm is described by Equation (7):

Ep(x) = smod((x + sign(x) · rand() · p), n) (7)

where x is the message (the coefficient) to be encrypted, p is a large prime number, and n is
the product between p and another large prime number. The smod operation is described in
Equation (8), mod is the common modulo operation, rand yields a random positive integer,
and the sign function provides the sign of x.

smod(m, p) =

{
mod(m, p), m > 0.
−(mod(|m|, p)), m < 0.

(8)

An example of a ciphertext obtained by encrypting the coefficients from the Equation (3)
with this HE scheme, using a 32-bit key (for a simpler visualization), is represented in
Equation (9).

−13.8701 = (19214182057− 24703948372)100 + (8234649453− 19214182065)10−1

+(13724415755− 8234649460)10−2 + (5489766302− 10979532605)10−4
(9)

For the experiments using encoded and encrypted data from the two real use-cases,
the encoding precision parameter is set equal to 35, and a 256-bit encryption key is used.

2.2. Optimization Formulation

Numerical optimization is typically performed using gradient-based iterative methods
that converge in an unknown number of steps. Unfortunately, such formulations are
difficult to apply on homomorphically encrypted data because they require an unknown
(and typically large) number of operations, there are often nonlinear functions involved,
and they require a comparison operation for evaluating the convergence. As most HE
schemes are homomorphic only for addition and multiplication, they do not allow for
division and do not support nonlinear function evaluation. The comparison between
encrypted values is another operation that cannot be performed [28].
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To bypass these requirements, we are proposing a solution inspired by previous work,
where non-linear functions are approximated with low degree polynomials. Specifically,
when performing such approximations, the resulting model turns into a polynomial func-
tion. If the loss function to be minimized is also analytically differentiable, the entire
optimization problem is convex and can be solved analytically.

Let X be a N by M matrix containing the input data where each row xi is a data sample
and y is a column vector of size N containing the output values.

Following the idea of encoding or encrypting the numbers into a polynomial form as
suggested in [9,12,18], we assume that the model function to be optimized can be reduced
to a multivariate polynomial function as in Equation (10):

P(x) =
Nt

∑
i=0

ai pi(x), (10)

where pi(x) is a monomial term combining components of x at different powers, e.g.,
x1x2, x2

1x2, x2
1x3

2 etc., a = [a1, a2, . . ., aNt ] are the model parameters, and Nt is the number
of terms. As discussed in [3], to determine the model parameters, a cost function must
be defined and optimized. Thus, we assume that the objective is to minimize the sum of
squares, described by Equation (11):

C(a) =
N

∑
i=0

(P(xi)− yi)
2, (11)

With respect to the inputs xi, C(a) is a highly nonlinear function. However, with
respect to the parameters, a is a quadratic function where the minimum can be computed
directly by solving the normal equation of the over-determined linear system Pa = y. The
already derived, widely known and used Equation (12) is employed for this purpose:

a =
(

PT P
)−1

PTy, (12)

where P is a N by the Nt matrix containing the numerical values obtained when evaluating
each polynomial feature pi(x), i ∈ [1, Nt] for each data sample xi, i ∈ [1, N].

Although all the steps above require only algebraic operations, since the proposed
encoding scheme does not allow for the division of two numbers, we cannot completely
compute

(
PT P

)−1 in the encoded–encrypted form. Therefore, we only compute the dot
products PT P and PTy in the encrypted form and then perform the remaining operations
after decryption. This is a notable limitation that prevents the model fitting process to be
performed completely on encrypted data. However, typically, the number of data samples
N is much larger than the number of model parameters Nt; therefore, the dot product
PT P results in a small matrix Nt by Nt, while PTy results in a vector of size Nt. Since the
input data are significantly regressed by these operations, decrypting does not expose the
original data.

Referring to overfitting issues, they typically appear when the model is too complex.
In our case, if the number of polynomial terms is not too large, the model does not attempt
to learn or explain the random error or noise present in the data. Furthermore, overfitting
can be addressed by using larger training datasets: the more samples are used for training,
the more difficult it is for the model to learn the error or noise. Thus, according to [29], the
number of samples should be at least 10–15 for each term in the model to avoid overfitting.
In our use cases, this condition is met in all experiments, as the number of samples exceeds
the required threshold (e.g., 9200 training samples for 80 features in the seizure detection
use case).

For those experiments where EEG signals are used in the unencrypted form, we
also applied SVM methods, as they previously delivered state-of-the-art results in studies
employing EEG information [30,31]. Specifically, we used nuSVR from the scikit-learn
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library [32] on plaintext data and compared the results with the performance obtained by
applying polynomial regression on both plaintext and encrypted data. We performed a
grid search for the parameters of the SVM classifier (nu, which controls the number of
support vectors, and the penalty parameter C) to determine their optimal values. The
parameters obtained are reported in the Results section.

The matrix multiplication operation was parallelized to reduced the computational
time (using the Python multiprocessing package [33]). The elements of the resulting matrix
were computed by distributing the corresponding rows and columns of the input matrices
across multiple processes. All experiments were run on a machine equipped with an Intel
Core i7 CPU running at 4.2 GHz and 32 GB RAM.

2.3. Use Case 1—Seizure Detection

The objective in this use case is to determine if an epileptic seizure activity occurred
during an EEG recording. An input sample contains a sequence of real numbers repre-
senting an EEG signal, which can stem from surface recordings from healthy individuals
(with their eyes closed or open) or intracranial recordings from epilepsy patients (during
the seizure-free interval or epileptic seizures) from different brain areas. A 128-channel
amplifier system was used to record all EEG signals [34].

The original dataset [34] contains 500 files, each of them corresponding to 23.6 s of EEG
recording of one individual, at a sampling rate of 173.61 Hz. Each file represents a single-
channel EEG segment that was selected from continuous multichannel EEG recordings.
Each time sequence contains 4097 EEG values equally sampled in time. We used a restruc-
tured version of this dataset from [35], where every recording was split into 23 chunks
corresponding to 1 s of recording, consisting of 178 data points each. The resulting dataset
contains 11,500 samples. The models were evaluated using five-fold cross-validation: the
dataset was divided into five folds, each with 2300 samples, which led to 9200 training
samples and 2300 testing samples for each experiment. A ground truth label is associated
with each EEG recording: 1—epileptic seizure activity, 2—tumor area, 3—healthy brain
area of a patient with an identified tumor, 4—the patient had their eyes closed during
recording, and 5—the patient had their eyes open during recording.

We have formulated a binary classification problem by considering that all recordings
labeled as 2, 3, 4 or 5 indicate the absence of an epileptic seizure (ground truth label 0), while
ground truth label 1 indicates the presence of an epileptic seizure. The resulting dataset
is imbalanced since only 20% of the recordings have a class label of 1 (epileptic seizure
recorded). As our experiments employ a linear model, the class imbalance is handled by
setting the threshold used to discretize the output, closer to 0. Hence, all samples with
an output value greater than 0.1 are classified as class 1. Input data are normalized in the
range [−1, 1].

Because in the use case described above all the features of an input sample represent a
time sequence, the original signal of each entry was downsampled through interpolation
to reduce the complexity of the problem. We used one-dimensional linear interpolation
(numpy.interp [36]). Normalized cross-correlation (NCC) was computed between the initial
and the resampled signal to evaluate the impact of the interpolation operation. Thus, a
trade-off was performed between the model complexity and loss of information, and we
chose to use the resampled signal with the minimum number of data points and with an
NCC value greater than 0.95. This condition led to 40 data points for the downsampled
signal (Figure 1).
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Figure 1. NCC values for different versions of downsampled EEG signals.

Considering the restructured version of the dataset, where 178 points correspond to
1 s of the recording, and the downsampled signal (40 points for 1 s), the frequency was
reduced from 178 Hz to 40 Hz. A comparison between the original EEG signal and some
downsampled versions is displayed in Figure 2.
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Figure 2. Comparison between the downsampled and the original EEG signals.

2.4. Use Case 2—Predisposition to Alcoholism

Another use case where EEG signals provide valuable information is the analysis of
the predisposition to alcoholism, based on the differences between the frequency bands of
alcoholic and non-alcoholic individuals [37]. We used a dataset created by Henri Begleiter
(Neurodynamics Laboratory, State University of New York Health Center, Brooklyn), made
available at [35]. The data were collected during a study evaluating the correlation between
EEG signals and genetic predisposition to alcoholism. The signals were measured by 64
electrodes scanned at 256 Hz (3.9 ms epoch) for 1 s. The sensors were placed on the subjects’
scalps according to the International 10–20 standard. The subjects were exposed to one
stimulus (S1) or two stimuli (S1 and S2) represented by pictures from the Snodgrass and
Vanderwart picture set [38]. The two stimuli were shown in a matched condition (S1 was
identical to S2) or in a non-matched condition (S1 differed from S2).

The original dataset is split into two folders—train and test—each of them containing
10 runs for 10 alcoholic and 10 nonalcoholic subjects. The folders consist of trails files
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with the following columns: trial number, sensor position, sample number, sensor value,
subject identifier, matching, channel number, name, and time. In a single trial run, a
patient provides 256 samples for each of the 64 electrodes. The pre-processed training
dataset contains 153,600 samples of 64 features corresponding to the 64 electrodes; the
corresponding ground truth labels are 0 if the subject is non-alcoholic and 1 if the subject is
alcoholic. The pre-processed testing dataset also contains 153,600 samples of 64 features
and the ground truth label. The input data are normalized in the range [−1, 1].

3. Results
3.1. Synthetic Data

To test and evaluate the applicability and limitations of the proposed method, we
performed multiple experiments on synthetic, randomly generated data, which were then
encrypted with the scheme proposed in [27], as described in Section 2.1. All the experiments
were simultaneously performed on plaintext (unencrypted) data and on the encrypted
equivalent to ensure that the same result was obtained. The experiments consisted of
performing a multivariate linear regression with different data sizes. Specifically, we gener-
ated a matrix X containing random data samples in the [0, 1] interval, and a corresponding
random output vector y. We then computed the regression coefficients as described in
Section 2.2.

We analyzed the following metrics as a function of data size: run time, the magni-
tude of the resulting values, and the number of arithmetic operations performed. The
magnitudes of the values and the number of operations are of crucial importance in the
HE context. More specifically, the chosen HE scheme (and the vast majority of other HE
schemes) only operates on a fixed range of integer values. Performing operations on
encrypted (and therefore unknown) values can result in values becoming too large, thus
exiting the valid range. Therefore, it is imperative that the magnitude of values encoun-
tered throughout the computations can be determined beforehand. Clearly, this cannot
be generally determined. However, in this synthetic setup, where the magnitude range
of the input values and the total number of operations is known, such an analysis can be
performed.

To study the impact of the number of features, we fixed the number of samples
(500 samples) and varied the number of features between 2 and 102. To study the influence
of the number of samples, we varied it from 15 to 19,915 while maintaining the number of
features fixed (two features). For consistency reasons, during this analysis, the precision
parameter (i.e., number of terms in the polynomial representation) was set to 20, and a
256-bit encryption key was considered.

Figure 3 displays the values of the chosen metrics as a function of the data size. An
increasing number of features has an exponential impact on both the number of operations
and on the ciphertext size, while an increasing number of samples appears to affect these
metrics linearly. The same applies when analyzing the computational time. A similar
conclusion can also be drawn for the maximum magnitude of the polynomial coefficients
obtained as a result. Although the computational time is significantly increased, the
proposed approach is able to handle data sizes of real-world proportions.
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Figure 3. Impact of input data size on the total number of arithmetic operations (left), total runtime
(mid) and maximum value (right). The total number of data samples was varied while keeping
the number of features fixed (top) and the number of input features was varied while keeping the
number of samples fixed (bottom).

To analyze the prediction error, we computed the mean absolute error and the root-
mean-square error for all experiments, where the error is defined as the difference between
the outputs obtained, using plaintext and ciphertext values. The error was close to zero
(in double precision). On the other hand, as this encoding method allows for a choice
of the precision parameter, a large value of the error might indicate that this parameter
is too small for a certain application. A randomly generated dataset with 1000 samples
and 5 features was used for all experiments synthesized in Figure 4. To determine the
dependence between the number of terms in the polynomial encoding (the precision
parameter), the numerical error and the execution time, respectively, the same experiment
was run multiple times, varying the precision parameter from 1 to 30. Figure 4 displays
the trade-off between the accuracy and computational time: an increase in the number of
terms used for the encoding leads to a significant decrease in error, but with a cost in terms
of the computational time.
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Figure 4. Dependence between the number of terms in the polynomial encoding, the numerical error
and the execution time, respectively.

3.2. Use Case 1—Seizure Detection

We ran multiple experiments for the seizure detection use case, relying on different
input data configurations:

• Using all 178 initial data points in each sample as input.
• Using all 178 initial data points in each sample and the 178 corresponding quadratic

terms (356 features overall).
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• Using a downsampled version of each sample. The number of data points was
gradually reduced from 178, and the mean NCC over the entire dataset was computed
for each downsampled version. We selected the downsampled version with the
smallest number of data points for which the average NCC was still larger than 0.95.
The selected downsampled version had 40 features (instead of the initial 178) and
the corresponding quadratic terms were added, leading to a total of 80 features per
sample. Figure 1 displays the variation of the mean NCC as a function of the number
of samples. Figure 2 displays, for one signal, the original sample and the resampled
sample for different numbers of data points.

For all three input data configurations, the experiments were first conducted using
the plaintext data: both a multivariate polynomial regression and an SVM model were
evaluated, using five-fold cross-validation. The optimal values of the SVM parameters
were determined by performing a grid search. For this use case, the best results were
obtained for ν = 0.3 and C = 1. Thus, by setting ν = 0.3, we considered that, at most, 30%
of the training samples are allowed to be wrongly classified and at least 30% of them act as
support vectors.

Table 1 displays the classification metrics aggregated over all five folds: accuracy,
sensitivity, specificity, positive predictive value, negative predicted value. For each of the
five folds, the metrics were computed only on the testing subset. While the SVM model is
largely independent of the input data configuration, the performance of the polynomial
regression model increases significantly both when adding the quadratic terms and when
reducing the number of data points per sample (increase in performance stems mainly
from an increase in sensitivity). After analyzing the performance obtained using SVM,
before and after downsampling the signal, we conclude that this pre-processing step does
not influence the classification process. For the last input data configuration (80 features)
the polynomial regression model was also trained on ciphertext values, considering the
encoding precision parameter equal to 35 and a 256-bit encryption key. The results were
identical down to double precision when compared to the plaintext experiment. When
choosing the precision parameter for this use case, the synthetic date results were taken into
account. As the quadratic resampled dataset has a larger number of features (80 compared
to 5) and training samples (9200 compared to 1000), to ensure no loss in performance, the
precision parameter was chosen to be equal to 35, which is larger than the values used in
the synthetic data experiments displayed in Figure 4.

Table 1. Performance comparison when using different input data configurations in the EEG-based
seizure detection use case.

Initial Data
178 Features

Quadratic Data
356 Features

Resampled Data
80 Features

PR SVM PR SVM PR Plaintext PR Ciphertext SVM

Accuracy 80.59 95.78 89.22 95.86 92.26 92.26 95.85
Sensitivity 34.25 98.82 84.40 98.60 86.56 86.56 98.70
Specificity 92.17 95.02 90.43 95.17 93.68 93.68 95.14

PPV 52.46 83.23 68.81 83.62 77.44 77.44 83.54
NPV 84.86 99.69 95.86 99.63 95.54 95.54 99.65

In terms of computational time, a comparison between the plaintext and ciphertext
polynomial regression experiments is displayed in Table 2. For both training and inference,
the time increases for the encrypted version. However, the inference time remains in the
order of milliseconds. For the parallelized version, four processes were employed.
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Table 2. Training and inference runtime comparison between plaintext and ciphertext implementation
versions for the seizure detection use case.

Plaintext Ciphertext Ciphertext Parallelized

Training runtime/fold 0.0119 s 23.60 h 7.05 h
Inference runtime/sample 1.73 × 10−6 s 0.012 s

Considering the scenario where the model is used only on ciphertext data, without
any previous analysis regarding its performance, we chose the precision parameter to
be large enough (35 powers) to ensure zero loss in accuracy. This led indeed to the
same results as those obtained on plaintext data, but the runtime was significantly larger.
To determine the influence of choosing a lower precision parameter, we ran multiple
experiments and analyzed the computational time and performance loss. As displayed in
Table 3, the runtime can be drastically improved by choosing a smaller number of terms
for the encoding step, but after a certain threshold is exceeded (21 powers for this use case),
the performance decreases.

Table 3. Influence of the precision parameter on the loss of accuracy and on the computational time
for the EEG-based seizure detection use case.

Precision Parameter (Number of Terms)

35 32 29 26 23 21 20

Loss in accuracy 0 0 0 0 0 0 1.66
Runtime/fold (hours) 7.05 6.02 4.69 3.89 2.97 2.41 2.16

3.3. Use Case 2—Predisposition to Alcoholism

The evaluation of the second use case was performed on the pre-processed testing
dataset. When designing the experiment, we started from the fact that the dataset consists
of 153,600 samples of 64 features corresponding to the 64 electrodes, and the ground truth
labels. Moreover, we also took into account that the computational time required for an
experiment on the ciphertext data increases considerably once the number of samples
becomes larger than 10,000. Thus, as the purpose of this paper is not to find a state-of-the-
art model, a balanced subset of 10,000 samples from the training dataset was considered
for our experiments.

We have designed the following plaintext experiments:

• E1— The machine learning models were trained on the original dataset (153,600 sam-
ples and 64 features).

• E2— The machine learning models were trained on 10,000 balanced samples. The
number of features was unchanged: 64. This is the baseline experiment to be con-
ducted also on the ciphertext data (E1 cannot be run on ciphertext since the number
of samples is too large).

• E3— The machine learning models were trained on the entire dataset (153,600 samples)
and all polynomial combinations of features with degrees less than or equal to 2 were
considered, leading to a total of 2145 features. The idea is to determine whether
increasing the model complexity leads to better performance. Due to the large number
of features, it is not feasible to run this experiment on ciphertext data.

• E4— The machine learning models were trained on 10,000 balanced samples with
128 features (the original 64 and their quadratic terms). Considering the computational
overhead introduced by the encoding and encryption steps, E4 represents a suitable
trade-off solution.

For the plaintext experiments, we also used the SVM approach. The parameters
of the SVM classifier that lead to the best performance were obtained through a grid
search (ν = 0.5 and C = 1). In Table 4, we display the classification results for samples
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representing individual time points, recorded by the 64 electrodes at a given moment. All
reported metrics were computed using only the testing dataset. The columns represent
the results of the experiments described above, where the input was normalized in the
range [−1, 1]. Because in E4, only some of the polynomial combinations of features
are used (the original and quadratic features) and the training is performed on only the
10,000 samples subset from E2, the accuracy is increased when compared to E1 (original
dataset), and the computational cost is significantly reduced compared to E3. While adding
the quadratic terms improves the performance of the polynomial regression algorithm, the
SVM algorithm leads to similar performance for E2 and E4.

For the results in Table 5, a voting scheme is applied to determine a single prediction
per patient (alcoholic or non-alcoholic): the outputs of all samples corresponding to a
patient (which form a time series) are used as input to the voting scheme, where each
sample has the same weight.

In Table 6, we display the runtime for both inference and training. As in the first use
case, the runtime increases when processing encrypted data, but it still remains reasonably
small for the inference step. For the same reasons stated in Section 3.2, a similar analysis
regarding the influence of the precision parameter was performed also in this use case.
The same decreasing tendency in the runtime can be noticed in Table 7, but the minimum
number of terms required for zero loss in performance is smaller than in the previous use
case. Although the number of operations is larger, the initial precision of the training data
is also reflected in the encoding precision.

Table 4. Performance comparison when using different input data configurations in the EEG-based
predisposition to alcoholism detection use case.

E1
(153,600, 64)

E2
(10,000, 64)

E3
(153,600, 2145)

E4
(10,000, 128)

PR SVM PR SVM PR SVM PR
Plain Text

PR
Ciphertext SVM

Accuracy 57.34 87.46 57.27 79.33 83.92 84.27 68.52 68.52 79.08
Sensitivity 57.26 89.06 61.20 80.15 83.81 83.97 68.45 68.45 79.22
Specificity 57.43 85.86 53.35 78.51 84.03 84.57 68.59 68.59 78.94

PPV 57.35 86.30 56.74 78.86 84.00 84.48 68.55 68.55 79.00
NPV 58.85 88.70 57.90 79.82 83.85 84.07 68.49 68.49 79.16

Table 5. Performance comparison when using different input data configurations in the EEG-based
predisposition to alcoholism detection use case after applying the voting scheme.

E1
(153,600, 64)

E2
(10,000, 64)

E3
(153,600, 2145)

E4
(10,000, 128)

PR SVM PR SVM PR SVM PR
Plain Text

PR
Ciphertext SVM

Accuracy 59.66 96.66 60.16 94.16 95.50 93.66 79.83 79.83 96.16
Sensitivity 63.00 98.00 65.33 95.66 97.33 95.33 77.66 77.66 97.66
Specificity 56.33 95.33 55.00 92.66 93.66 92.00 82.00 82.00 94.66

PPV 50.06 95.45 59.21 92.88 93.89 92.25 81.18 81.18 94.82
NPV 60.35 97.94 61.33 95.53 97.23 95.17 78.59 78.59 97.59

Table 6. Training and inference runtime comparison between plaintext and ciphertext versions in the
EEG-based predisposition to alcoholism detection use case.

Plaintext Ciphertext Ciphertext Parallelized

Training 0.0286 s 59.69 h 32.28 h
Inference 3.46 × 10−6 s 0.018 s
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Table 7. Influence of the precision parameter on the loss of accuracy and on the computational time
in the EEG-based predisposition to alcoholism detection use case.

Precision Parameter (Number of Terms)

35 32 29 26 23 20 17 14

Loss in accuracy 0 0 0 0 0 0 0 0.41
Runtime (hours) 32.28 26.53 22.17 17.91 13.02 10.90 8.16 5.75

4. Discussion and Conclusions

We proposed a method for performing privacy-preserving machine learning-based
predictions on homomorphically encrypted medical data. Although there are many pro-
posed HE methods and significant research has been performed on this topic, such methods
are still relatively far from being usable in real-world scenarios. Besides existing limita-
tions, such as computational complexity and noise accumulation, typical HE methods are
only capable of performing addition and (at most) multiplication on integer values. This
significantly limits their usability, especially in the medical field.

A typical usage scenario is when sensitive patient data need to be externalized to a
cloud environment for developing machine learning-based models for various prediction
tasks. To this extent, we applied the proposed methodology on two real-world use cases
involving patient data with different privacy requirements: the prediction of predisposi-
tion to alcoholism and the detection of seizures, both using EEG signals. Although the
computations on encrypted data are significantly impaired, the prediction performance is
maintained at a level comparable to that of standard methods operating on unencrypted
data. To achieve this, we proposed a set of methods targeting the inherent limitations in
HE computations.

First, we proposed an encoding scheme that allows HE schemes to be applied to
real-valued numbers. The encoding scheme relies on transforming real-valued numbers in
a sequence of integer values, and for algebraic operations to be performed on the encoded
form, using only addition and multiplication. Encoded values can then be encrypted,
using existing HE schemes that support addition and multiplication, resulting in a method
capable of performing arbitrary algebraic computations on homomorphically encrypted
real values.

Another significant difficulty in HE computations is that the numerical values must
remain in a predefined (and typically small) interval; exceeding this interval no longer
allows for decryption and the information is lost. The initial values that are encrypted can
be forced (e.g., through normalization) to be in a certain range; however, values derived
from operations on input data can exceed the limit and become unusable. This is a major
difficulty, especially in machine learning-based applications, as algorithms in most cases
must perform an unknown number of iterations (e.g., training steps, and epochs). To
this extent, we employed a polynomial model together with a direct (non-iterative) fitting
method such that the required number of operations can be determined a priori. Knowing
the input data range, along with the exact number of operations to be performed, allows
for a choice of the right encryption scheme along with its parameters for a particular task,
resulting in a guaranteed correct outcome.

As for the limitations of the proposed scheme, it is difficult to perform the division
of two encoded values. Although several possibilities were explored, this still remains a
difficult task to achieve within the current approach. One possibility would be to introduce
an additional encoding layer by rewriting a real number as a fraction, and then encoding
the numerator and denominator as in (1), but the computational overhead would increase
drastically. Furthermore, these supplementary operations do not guarantee a correct result
because of the increasing noise that some HE schemes are based on. Following the idea of
computing division by multiplying the numerator with the inverse of the denominator,
another question that emerges is how can the inverse of an encoded and encrypted number
be calculated. One solution might be the Newton–Raphson iterative method for solving
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an equation. The equation that one would try to solve is 1/X− den = 0, which provides
the inverse of the denominator. The correctness of the result is dependent on the initial
approximation. As the underlying information is secret, it is not possible to evaluate which
initialization would guarantee convergence to the optimum value in a few iterations. On
the other hand, because a comparison cannot be performed between encrypted numbers,
a standard/fixed number of iterations needs to be performed. This approach is prone
to errors that might occur because of an insufficient number of iterations, or because the
plaintext domain is exceeded during the computations.

In this use case, each data point is considered an individual feature (no temporal
meaning is considered). Furthermore, although the model achieves good prediction perfor-
mance, a baseline EEG analysis might be invalidated by downsampling the signal to 40 Hz.
As mentioned in [34], a band-pass filter (that allows for frequencies between 0.53 and 40 Hz)
was used to filter the signal after data acquisition. According to the Nyquists’ theorem and
considering the highest frequency of the EEG (40 Hz), to obtain a valid signal, the sampling
rate should be at least 80 Hz. The overall performance for the five folds in this experiment
(160 features: 80 original features and their squares) on the plaintext data lies between
the experiments with 356 and 80 features, respectively. The time required for training on
ciphertext data was approximated to be 27 h per fold if 256-bit encryption, 23 encoding
terms and 2 processes in the parallelized version were considered.

The computational overhead introduced through encoding and encryption represents
another limitation of the method. As experiments have shown, a larger precision parameter
and a larger encryption key lead to a higher computational time for the training phase.
Regarding the precision parameter, we indicate that the number of terms required to
ensure no loss in accuracy cannot be determined precisely based on the dataset dimen-
sionality, as it also depends on the initial precision of the numbers contained within a
certain dataset. The total number of operations performed on encoded and encrypted
data is Nop = 2s f ( f + 1), where s is the number of training samples and f is the num-
ber of features. The computational time can also be predicted according to the number
of samples, the number of features and the number of encoding terms n by computing
T = Tad

Nop
2 n + Tmul

Nop
2 n2, where Tad and Tmul denote the average time in seconds required

for an addition or a multiplication operation between two encrypted coefficients of the
polynomial representation (1). The value of T is also expressed in seconds.

The proposed method can be successfully employed in real-world scenarios. It allows
for homomorphic addition, subtraction and multiplication on real numbers, while only
requiring an encryption scheme capable of performing the addition and multiplication of
small integers. Distributing the information between multiple ciphertext values (polyno-
mial coefficients) allows for the encoding of real numbers of arbitrary sizes, but at the same
time, a trade-off between the computational accuracy and the computational time is made.
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