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Preidys, S.; Trinkūnas, V.;
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Abstract: During the pandemic, distance learning gained its necessity. Most schools and universities
were forced to use e-learning tools. The fast transition to distance learning increased the digitalization
of the educational system and influenced the increase of security incident numbers as there was
no time to estimate the security level change by incorporating new e-learning systems. Notably,
preparation for distance learning was accompanied by several limitations: lack of time, lack of
resources to manage the information technologies and systems, lack of knowledge on information
security management, and security level modeling. In this paper, we propose a security level
estimation model for educational organizations. This model takes into account distance learning
specifics and allows quantitative estimation of an organization’s security level. It is based on
49 criteria values, structured into an AHP (Analytic Hierarchy Process) tree, and arranged to final
security level metric by incorporating experts’ opinion-based criteria importance coefficients. The
research proposed a criteria tree and obtained experts’ opinions lead to educational organization
security level evaluation model, resulting in one quantitative metric. It can be used to model
different situations and find the better alternative in case of security level, without external security
experts usage. Use case analysis results and their similarity to security experts’ evaluation are
presented in this paper as validation of the proposed model. It confirms the model meets experts-
based information security level ranking, therefore, can be used for simpler security modeling in
educational organizations.

Keywords: information security; cybersecurity; e-learning; estimation; modeling

1. Introduction

The increasing popularity of information technologies brings new features to its users,
however, at the same time additional cybersecurity risks appear. The report published by
Skybox Security in 2021 shows that the vulnerabilities and threats on the Internet have
increased 106% from 2019 to 2020 [1]. This is partly related to the COVID-19 pandemic and
global quarantine when most of the daily activities moved to cyberspace. The transition
had to be performed quickly, therefore, in some cases, not enough attention was dedicated
to the security issues.

One of the areas significantly changed during the pandemic is education. The educa-
tion process was transformed into e-learning. The fast changes in the pandemic situation
did not allow long preparation; therefore, the transition from traditional to e-learning
mostly was conducted by experimenting, rather than deeply analyzing the situation and
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the possible security risks to the educational organization and its user. However, security
management in educational organizations is related not only to the pandemic—most of
the education organizations have not enough resources and/or knowledge to evaluate
the security risks and manage them. The lack of security experts or/and their attention
in education organizations lead to the need for security level estimation models adapted
to non-security expert usage. The model would allow estimation on how the security
level would change by incorporating new systems into the learning process, defining
its availability, how organization security and its information technology infrastructure
management policies might affect the security level, etc. Existing security risk evaluation
solutions are mostly based on an expert’s opinion and analysis of the specific situation and
are, therefore, a time, resource, and knowledge consuming task.

Therefore, the paper aims to simplify the security level estimation process for edu-
cation organizations by presenting a quantitative security level estimation model. Our
supposition is that the model usage requires no security experts’ knowledge and actions in
educational organization security level estimation while it provides a quantitative security
level score, similar to experts’ security level evaluation results. The obtained score could
be used for the organization’s security level modeling, comparison of several alternative
situations in the sense of security level assurance. Therefore, a simpler modeling of security
level in an educational organization would lead to better situation understanding and a
security level increase.

The educational organization specifics are the variety of stakeholders (employees,
students of different ages, students’ parents), dedicated purpose information systems usage
(learning material and knowledge evaluation tools, communication systems), orientation
on two-directional services (teachers provide a teaching service, not based on students order
but existing governmental requirements, while the students are obliged to demonstrate
learning results to the teacher) and other. Existing security risk evaluation methods can be
used to assess the educational organization security level; however, all these specifics must
be taken into account. Therefore, a deep and time-consuming analysis must be performed
and the final decision must be taken by a security management expert. By using the
proposed model, the security level estimation would not require security risk evaluation
expertise as the criteria importance coefficients are obtained in this research; therefore, even
information technology knowledge would be enough to model and investigate possible
security levels. It would require model input data gathering, while the security level
metric would be provided as an output with no need to evaluate security risk or impact to
the organization.

To achieve the aim, the paper overviews the related works in Section 2 for the reveal
of existing models and possible implementation solutions. The model, based on a multi-
criteria decision-making method, is proposed in Section 3. The section provides the
49 quantitative criteria, constructed to the AHP (Analytic Hierarchy Process) tree, its
normalization methodology, and estimated criteria importance. The criteria importance
was estimated by using four security management experts who, therefore, provide valuable
insights on which criteria are the most important. The model validation by comparing
model-based alternative ranking with expert-based ranking is presented in Section 4. The
paper is summarized with conclusions and future work.

2. Related Works

Information security level is usually expressed as a security risk. The risk is measured
as a “combination of the likelihood of an event and its consequence” [2]. Risk assessment
is very dependent on the area; therefore, specific solutions are proposed not just for the
security area, but for some specific situations as well.

2.1. Information Security Risk Assessment

One of the first security risk measurement guides was presented in 1975 and accented
the need to take into account “The damage which can result from an event of an unfavorable
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nature” and “The likelihood of such an event occurring” [3]. The same two key factors are
used today to evaluate security risks. However, different views on risk and its management
exist. The initial ones were mostly based on military analogy [4]—how to survive possible
attacks. The evolving information management area changed, as did the risk management—
the risk view was formed by liberalism [5], constructivism [6] ideas. The existing different
views on risk concepts are mainly classified as technical and subjective by C. Christensen [7].
The technical view is mostly related to an objective property of activity and measured as
the likelihood and impact (harm) to the organization. In most cases, a risk matrix is used to
define the security level based on the intersection of those two. Meanwhile, the subjective
view is oriented on the incorporation of social, institutional, cultural, and other factors to
the risk understanding.

Despite the risk concept understanding that might vary, the process of information
security risk management is complex as well and mostly consists of risk identification,
estimation, and evaluation [8]. Those three stages have smaller steps to be executed to
obtain an accurate view of situation security risks. Because of the complexity of Information
Security Risk Assessment (ISRA), multiple frameworks exist: CRAMM [9], CORAS [10],
OCTAVE [11], ISO/IEC 27005:2011 [12], NIST SP 800-30 [13], etc. Those are dedicated to
present a methodology for security risk assessment and management. However, Gaute
Wangen’s research indicates that the completeness of ISRA frameworks varies; therefore,
clear guidance is needed to understand which framework is more suitable for some spe-
cific situation or organization [14]. As well, the ISRA frameworks are mostly oriented
on risk management process and provide general principles. Meanwhile, a quantita-
tive presentation of security risk is mostly provided by an expert’s evaluation or some
quantitative methods.

2.2. Security Risk and/or Security Level Quantitative Estimation Methods

A Common Vulnerability Scoring System (CVSS) [15] is one of the data sources
for quantitative security risk measurement. It provides access vector, attack complexity,
privilege necessity, impact, temporal and environment metrics, qualitative rating scale, and
other data for stored security vulnerabilities. Therefore, this data can be incorporated for
security risk quantitative measurement. For example, Siv HildeHoumb et al. [16] use CVSS
as a source to estimate the frequency and impact of vulnerabilities. Meanwhile, HyunChul
Joh and Yashwant K. Malaiya [17] use CVSS metrics and additionally take into account
vulnerability lifecycle to measure the risk. Multiple authors incorporate CVSS data to
express security risk levels [18–20]. However, those methods are oriented on the target of
interest—one specific system, device, etc. To achieve higher accuracy, the complexity and
interconnection must be taken into account.

One example of interconnection incorporation in information security risk measure-
ment is information security management controls [21]. This is necessary when multi-
ple controls must be applied to the same situation and a balance between them must
be achieved.

Another way to present the interconnectivity is the usage of attack trees or graphs.
This approach is very popular to present dependencies between elements [22–27]. Since
the attack path analysis via an attack tree or graph security risk assessment can incorporate
an analysis of consequences as well to investigate the relationship between different threats.
However, the usage of attack trees or graphs in situations with multiple elements becomes
very complex and time-consuming.

Most advanced and difficult risk assessment models utilize statistical modeling tech-
niques that incorporate machine learning algorithms and long–short term dependencies.
Machine learning algorithms allow deeper data analysis compared to other security sys-
tems [28]. Further, data analysis, simulation, and traffic monitoring become one of the
ways to detect anomalies. Theoretically, local and wide area network traffic follow the
asymptotic self-similarity model. Consequently, self-similarity, long–short term depen-
dencies, and autocorrelation can be measured by estimating the Hurst parameter [29]. As
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authors discuss [30], these approaches can improve the detection ability of vulnerability
effectively. However, its application requires statistically sufficient data.

Other directions to simplify the security risk assessment and maintain the analyzed
area complexity are fuzzy logic and multi-criteria decision-making solutions. Fuzzy logic
helps to solve the problem of value assignment to some security or property level [31,32];
however, fuzzy cognitive maps can be used to present the interconnectivity of the sit-
uation [33]. Meanwhile, multi-criteria decision-making solutions solve the problem of
quantitative metrics, composed of multiple criteria [34–36]. While most information secu-
rity risk assessments require security expert’s interpretation, the multi-criteria decision
making usually is based on weighting some criteria; therefore, together with data gathering
solutions, it can be used by non-experts in the security area.

2.3. Education Organization Security Risk Assessment

Security risk management and assessment are very closely related to some specific
areas. Therefore, a security risk assessment model exists for specifically Internet of Things
systems [37], cloud computing environments [38], nuclear, SCADA systems [39,40], and
other areas. Therefore, it is important to develop education organization’s security risk
assessment models as well.

In a search of education or e-learning organization security risk assessment Web of
Knowledge, Google Scholar, Scopus, ACM Digital Library, EBSCO Publishing, IEEE Xplore,
Springer LINK, Taylor & Francis scientific journal databases were analyzed. A graph of
analyzed keywords of papers is presented in Figure 1.
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assessment model.

The keyword bubble size indicated the occurrence of the keyword and illustrates the
key keywords are concentrated on “online learning”, “cybersecurity”, and “COVID-19”.
Meanwhile, the keyword “risk assessment” is assigned to the same cluster as “COVID-19”,
while the keyword “probabilistic risk assessment” belongs to the “cybersecurity” cluster.
This indicates that the education organization security risk assessment is not that popular
and has no clear belonging to the cybersecurity area or more general topics.

The analysis of existing papers on the topic of education organization and security risk
assessment revealed a lack of security risk assessment models dedicated to an educational
organization. Most related papers are related to some IT environments in the education
organization. For instance, authors Umesh Kumar Singh and Chanchala Joshi propose a
model for the university computing environment [41,42]. The solution provides external
and internal scanning and based on existing tools presents some metrics for the environ-
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ment security risk assessment. However, no universal model, oriented to any education
institution and including both security-management related security risks, not just hard-
ware/software related, are provided in this paper. Papers by Igor V. Anikin [43], Umesh
Kumar Singh et al. [44] are oriented on some specific area of education institution and
present the security risk assessment results rather than education organization dedicated
security risk assessment model.

Another direction on security risk assessment, related to education organizations,
is the risk assessment of e-learning systems. For example, Najwa Hayaati Mohd Alwi
and Ip-Shing Fan define criteria for estimating the information security threats in an e-
learning environment [45], Aditya Khamparia and Babita Pandey model security threats by
using Petri nets [46], Zainal Fikri Zamzuri et al. analyses the threats to e-learning system
assets [47].

We have not succeeded to find a security risk assessment model, which would take
into account the security of the organization as a whole, not separate elements of it,
and would present one quantitative metric, defining the security level of the education
organization. Therefore, the paper presents a new, multi-criteria decision-based model
(MCDM), dedicated to educational organization security level estimation. The idea of
MCDM usage in the security area is not new; however, it was not used for educational
organization security level estimation. There were no security level quantitative models
dedicated to educational organization security level estimation at all. The paper presents a
constructed MCDM criteria list, its values normalization methods, experts’ opinion-based
criteria importance coefficients.

3. Proposed Security Level Estimation Model

To simplify the evaluation of education organization security level, a quantitative
model would allow the possibility of modeling different situations and comparing them,
analyzing the impact of some security influencing factors. At the same time, the model
application would be more accessible in case of automated or at least no specific security
knowledge requiring data gathering about the organization. Considering that fully auto-
mated solutions cannot provide data on the organization’s security policies and processes,
a manual data presentation about the organization is selected. By adopting the model to
use discrete input values, which evaluation does not require specific security knowledge,
even small organizations, which has no security specialists in it will be able to model
organizations security level situations.

A multi-criteria decision-making approach is used for the security level estimation
model to assure all the mentioned features will be taken into account. The base principle
of MCDM usage in the model is presented in Figure 2. Model developers estimate the set
of criteria, which define the education organization security level and can be discretely
evaluated. The criteria are selected to reflect both organization security and safety, i.e., third
parties related risks as well as individual, employee impact to the organization. Then, to
evaluate the importance of each criterion, security experts execute a pair-wise comparison
between criteria. This kind of comparison allows an estimation of expert’s opinion consis-
tency ratio. Therefore, only data of security experts with a consistent opinion are used for
criteria importance estimation.

The security experts do not analyze the organization’s data, they only define the
importance of each criterion. Therefore, the education organization might provide the
criteria values, describing the organization’s current or modeled situation, without the use
of security experts, as the criteria values are discrete and require no security level interpre-
tation. By using criteria importance coefficients (estimated by security experts opinion),
education organization data (provided by the organization), and criteria normalization
methods (defined by model developers), the organization’s security level is calculated.
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3.1. Design of Education Organization Security Level Estimation Criteria Set

The four P’s of security [48] define the policies, processes, people, and products as
base pillars to build a comprehensive security strategy. The same four elements are needed
for education organizations to assure their security level. Therefore, (1) security policies,
(2) security processes, (3) people security awareness, and (4) processed data or/and used
systems are the main four criteria for security level estimation (see Figure 3).

These four criteria are compound, and it would be difficult to evaluate its discrete
values without the usage of security experts or automated tools. Therefore, the four criteria
are divided into smaller ones leading to the usage of the AHP [49]. Based on the AHP,
each criterion should be divided into smaller ones, while the criteria will be evaluable or
undividable further.

Based on Kaspersky [50], cybersecurity consists of several categories: network security,
application security, information security, operational security, disaster recovery, end-user
education. Based on these categories we define the security policy as a combination of
policies of each of these categories: (1.1) network security policy, (1.2) application security
policy, (1.3) information security policy, (1.4) operational security policy, (1.5) disaster
recovery policy, (1.6) stakeholder security training policy. The education organization
should have all these policies and it is important to achieve the highest maturity level
possible. Stating security policies do not give the desired effect if it is not repeated, clearly
defined, managed, and optimized for the specific organization. As the requirements for
education organization requirements might vary, it is too difficult to state what exactly
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should be reflected in the security policies; therefore, the model uses a security policy
maturity level as value for each of these criteria.
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The same idea of maturity level applies to security processes—it is important to
optimize security processes to increase the security level. However, security processes
might present different stages of security management; therefore, the criteria security
processes are divided into more specific ones. The sub-criteria are defined based on five
security functions, presented by the NIST [51]: (2.1) identify, (2.2) protect, (2.3) detect,
(2.4) respond, (2.5) recover.

The latest trends confirm the weakest link in enterprise security is humans [52]. Be-
cause of this trend, it is not enough to have a stakeholder security training policy; therefore,
the model should include data on how qualified in the security area are the stakeholders.
Therefore, the criteria people security awareness is divided into four sub-criteria: (3.1) exis-
tence of positions, responsible for security in the organization, (3.2) existence of systemic
security training, (3.3) existence of security-related information sharing, (3.4) existence
of help-desk service, for security incident or problem reporting. The 3.1 criteria are not
divided into smaller ones, while the rest three criteria are divided into subcategories, repre-
senting two different stakeholders groups: employees and students. These groups have
even deeper categories, where employees are divided into (a) administration and (b) teach-
ing staff (see Figure 4). While students are divided taking into account the General Data
Protection Regulation (GDPR) [53], where people under 16 years old are assigned to more
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sensitive groups. Therefore, we have three sub-categories for students: (c) students under
16 years, (d) 16 years and older students, (e) student-related persons (parents, trustees, etc.).
Therefore, for these five categories criteria to state whether security training is executed at
least once a year, whether this group at least once a year obtains security-related informa-
tion (statistics, threads, tendencies, etc.), and whether the group can report a security issue
or incident to the help-desk.
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Processed data or/and used systems are the most technical top-level criteria. To reflect
the data and system security, four sub-criteria are used: (4.1) data sensibility, (4.2) system
access, (4.3) system vulnerabilities, (4.4) information technology management responsibility.

Data sensibility presents what kind of sensitive data are stored in the organization
and its systems. There are the same five user groups (a–e) to present students’ and
employee’s data (see Figure 4). As well, there is another category—organization data,
which is divided into: (f) organization financial data, (g) organization internal documents,
(h) other organization data. For all these (a–h) categories, the education organization
should state what the data sensibility is. For sensibility evaluation, three categories are
used, estimated by the GDPR: no data are stored, stored data are insensitive (no secret or
personal information or it is anonymized and untraceable), sensitive or personal, private
data are stored (data related to persons private data, health records, private organizations
data, etc.). If at least one person, file, or system is more sensitive, the whole group should
be treated at this sensibility level.

System access defines how difficult it would be to access it for the attacker. The evalu-
ation should state whether the system is not used at all; whether it is accessible in the local
network only, whether the system is globally accessible. Naturally, the access level depends
on system purpose. Therefore, the values should be presented for different type/purpose
systems: (4.2.1) representative website, (4.2.2) systems, used in a learning process (those
are divided into e-learning systems and communication systems), (4.2.3) employee used
systems (those are divided into information technology management systems and systems,
used for organization process management). As multiple systems might exist in the same
category, the value is assigned based on the highest availability level. For instance, if at
least one e-learning system is publicly available and all the rest are available in the local
network, the value “public” will be assigned to all the groups.

For security level estimation, a whole set of education organization used systems have
to be overviewed to present system accessibility values. At the same time, the security
vulnerability (weakness, flaw, or error, which can be exploited by third parties) of all those
systems should be evaluated. The number and score of existing security vulnerabilities
define the possible attack vectors, difficulty to exploit it. The model takes into account
publicly and locally available systems as groups, not each system individually. Therefore,
for those two groups of systems, it is important to present the score of the vulnerability
and number of vulnerabilities in the group. The score reflects how critical the vulnerability
is, while the number of vulnerabilities defines the variety of different attack vectors against
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the system. Consequently, the discrete values of these criteria, the maximum score of CVSS
v3.0 value [54], should be estimated for each system (corresponding to the publicly or
locally accessible group) vulnerabilities as well as the total number of vulnerabilities in
this group.

As system vulnerability criteria do not consider hardware-related vulnerabilities, the
information technology management responsibility criteria represent this area. Depending
on the size of the organization and information technology management model, the organi-
zation might be an owner of the information technology devices/systems, controller, or
processor [53]. Those three values should be used to reflect the management responsibility.
However, it should be assigned to all of these categories rather than one value for all infor-
mation technology landscapes: (4.4.1) network, (4.4.2) computer devices, (4.4.3) employees
used systems, (4.4.4) students used systems, (4.4.5) other systems.

The proposed model is not specific to educational organization type as it includes
all criteria, which are important to any type of educational organization. An exception
might be very specific educational organizations, which for example include additional
information technology equipment and systems, highly related to security issues, crowd
opinion managed organizations, etc. Meanwhile, in the model, the different education orga-
nization types will be included by criteria values. For example, some types of educational
organizations will not have some type of users, systems, etc. The criteria value absence will
indicate it is not relevant, does not exist in the organization, and the organization security
level changes adequately. The absence of some systems and user types will increase the
security level, meanwhile, the absence of some security policies will decrease the security
level, as the security management should be executed in any organization, despite its type.

All these criteria form a criteria tree, composed of four top-level criteria, up to four
criteria levels for each criterion, in total 49 criteria for evaluation. The criteria set is
presented in Appendix A Table A1.

3.2. Criteria Value Normalization Methods

In multi-criteria decision making, all criteria values must be normalized. Therefore,
methods to convert each criteria value to a numerical value in the range [0, 1] must be
presented. For all policy and process sub-criteria, a maturity level is used as a value. The
maturity level allows estimation of how optimized the policy and processes are. Especially
it is important when talking about modernization, development, pandemics permutations
when a clear change management plan and risk society must be developed in the organiza-
tion. Maturity level allows not going into very specific details of the organization; however,
provides the main level or policy and process quality in the organization. It might have
one of six values (five levels and one value to indicate there are no policies for this area).
The normalized numeric values for each possible value are presented in Table 1. There
each value has assigned numeric value proportionally from 0 to 1.

Table 1. Criteria value association to normalized value for sub-criteria of policy and process top-level criteria.

Criteria Value Description Normalized Value

No policy/process exists There is no such policy/process in the organization. 0.0
Maturity level: initial Chaotic, poorly controlled, reactive. 0.2

Maturity level: managed Planned, performed, measured, and controlled, but still reactive. 0.4

Maturity level: defined Well-characterized and understood, are described in standards,
procedures, tools, and methods are proactive 0.6

Maturity level: quantitatively managed Quantitative objectives for quality and performance are established
and used as criteria. 0.8

Maturity level: optimizing
Quantitative improvement objectives are established, continually

revised to reflect changing objectives, and used as criteria in
managing improvement.

1.0
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All sub-criteria of criteria “people security awareness” use binary values—whether
it is or not. Therefore, very straightforward normalization method is used (1)—value 1 is
assigned if the value is true, and 0 is assigned if the value is false.

nv(xi) =

{
1, x = true
0, x = f alse

(1)

where nv(x) is normalized value for value xi of criteria i.
The widest variety of normalization methods is needed for criteria “processed data

or/and used systems”. In most cases, values are categorized and must be converted
into numeric values. The tables for criteria value transformation to normalized value are
presented in Tables 2–4. Each one is generated with the same method—all values are listed
and proportional values from 0 to 1 are assigned to each of the possible criteria values.

Table 2. Criteria value association to normalized value for sub-criteria data sensibility.

Criteria Value Description Normalized Value

No data are stored No data are stored or used in
the analyzed category. 1.0

Stored data are insensible

No secret or personal information is stored or
used, as only insensitive data are stored or

used (sensitive data are anonymized
and untraceable).

0.5

Sensitive, personal, private data are stored
Data related to persons’ private data, health
records, private organizations data, or other

sensitive data are stored or used.
0.0

Table 3. Criteria value association to normalized value for sub-criteria system access.

Criteria Value Description Normalized Value

Globally publicly available System available on the Internet and is indexed
by search engines. 0.00

Secretly publicly available
The system is available on the Internet, but is
not available for indexing, uses an IP address

rather than the domain name.
0.25

Only locally available The system is available in a local network only. 0.50

Locally available via VPN The system is available by using a virtual
private network only. 0.75

Not available The system is turned off or has not been
accessed in the network. 1.00

Table 4. Criteria value association to normalized value for sub-criteria information technology management responsibility.

Criteria Value Description Normalized Value

Owner The organization owns the infrastructure/system
and is fully responsible for it. 0.00

Controller The organization has all management rights of
the infrastructure/system but does not own it. 0.33

Processor The organization has limited usage rights,
without the ability to fully manage it. 0.66

Not used The infrastructure/system is not used
in the organization. 1.00

System vulnerability estimation is based on analysis of existing vulnerabilities or used
systems. The vulnerability score in NVD varies from 0.0 to 10.0; therefore, the normalized
value should be calculated as the proportion between the maximum vulnerability score of
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used systems and 10 (2). Therefore, all used systems should be scanned for vulnerabilities
and the maximum SVSS score should be found from the possible ones.

nv(x) = 1 −
max

(
max

(
cvssi(j)

)
i(x)

)
10

(2)

where nv(x) is the normalized value for vulnerability maximum score for group x, x(i) is the
i-th system in group x, cvssi(j) is the j-th common vulnerability scoring system v3.0 score
for system i.

The number of vulnerabilities has no precise range. Therefore, the normalized value
for criteria, based on the number of vulnerabilities are calculated as the relative frequency
of vulnerabilities between analyzed alternatives (3). To obtain the normalized value nv the
number of vulnerabilities for each system must be presented for all alternatives. Then the
number of vulnerabilities in the current alternative is divided by the maximum number of
vulnerabilities in all analyzed alternatives.

nv(x, a) = 1 −
∑ vci(x, a)

max
(

∑ vci(x, j)

) (3)

where nv(x, a) is the normalized value for vulnerability number for alternative a and group
x, vci(x, a) is a count of vulnerabilities for system i(x, a), analyzed in group x for alternative
a, vci(x, j) is a count of vulnerabilities for system i(x, j), analyzed in group x for the j-th
alternative of all analyzed alternatives.

This normalization method impacts the recalculation of all normalized vulnerability
number values when the additional alternative is added or some of them are eliminated.
At the same time, it limits the method’s possibility to present a global rather than relative
security level, as the question of maximum vulnerability number is open all the time.

3.3. Criteria Importance Estimation

While possible criteria values are estimated and normalized based on some theoretical
or logical background, the estimation of criteria importance has an empirical background.
To estimate the criteria importance four security management experts were involved (E1,
E2, E3, and E4). All four experts defended their Ph.D. thesis in the field of information
security management within the last 5 years. Currently, they all work in an industry, in
positions, related to security and/or its risk management.

Based on T. L. Saaty and M. S. Özdemir [55], one judge/expert is enough when the
AHP method is used. However, to estimate the experts’ opinion similarity to a wider range
of security risk experts, all known security risk management experts were incorporated
into this process. Because of time constraints and expert needed competence requirements,
only four experts were selected. The requirements were to have a Ph.D. degree in a topic
related to security management and to work in a security management-related position at
the moment. Therefore, Ph.D. defense history in Lithuania during the last 10 years was
analyzed. Suitable candidates were contacted and invited to participate in the research.
Data on experts’ work experience were gathered as well to identify possible relations
between the experts. Two experts appeared to be working in the same company, however,
they are responsible for different responsibilities and there is no subordination between
them (they work in different departments).

One of the experts provided two rather than one opinion on criteria importance. The
need for two different sets was explained by the fact that higher education and secondary
school education institutions have different experiences, therefore, different aspects of
security areas are important. This position is questionable; however, two different sets of
criteria importance (noted E1a and E1b, where E1a labels higher education situation and
E1b—secondary school case) were added to analyze in further steps.
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All experts filled the provided survey form, where each criterion was compared pair-
wise. Based on the calculation, the criteria importance coefficients were calculated. Close to
the calculated criteria importance coefficients (see Table A1 in Appendix A), the consistency
ratio (CR) values were calculated to evaluate the experts’ opinion consistency within the
pair-wise comparison (see Table 5). The CR value lower than 0.10 is usually assumed as
consistent. While higher values indicate some mismatch in experts pair-wise comparison.

Table 5. Consistency ratio (CR) values for each expert.

Parent Criteria E1a E1b E2 E3 E4

Root 0.35 0.31 0.08 0.13 0.08
1 0.18 0.23 0.11 0.09 0.10
2 1.67 0.50 0.07 0.04 0.07
3 0.52 0.52 0.10 0.11 0.04

3.1 0.31 0.31 0.08 0.00 0.08
3.1.1 0.00 0.00 0.00 0.00 0.00
3.1.2 0.00 0.00 0.04 0.00 0.02
3.1.3 0.00 0.00 0.00 0.00 0.00
3.2 0.00 0.00 0.00 0.00 0.00

3.2.2 0.00 0.00 0.00 0.00 0.00
3.2.3 0.00 0.00 0.00 0.00 0.00
3.3 0.00 0.00 0.00 0.00 0.00

3.3.1 0.00 0.00 0.00 0.00 0.00
3.3.2 0.00 0.00 0.00 0.00 0.00
3.4 0.35 0.35 0.11 0.04 0.13
4 0.25 0.25 0.07 0.11 0.12

4.1 0.00 0.00 0.00 0.00 0.00
4.1.1 0.00 0.00 0.00 0.00 0.00
4.1.2 0.00 0.00 0.02 0.00 0.00
4.2 0.00 0.00 0.00 0.00 0.00

4.2.1 0.00 0.00 0.00 0.00 0.00
4.2.2 0.00 0.00 0.00 0.00 0.00
4.3 0.00 0.00 0.00 0.00 0.00

4.3.1 0.00 0.00 0.00 0.00 0.00
4.3.2 0.00 0.00 0.00 0.08 0.00

The analysis of CR values indicated the expert E1 has a very inconsistent opinion,
especially in the case of higher education institutions (average value is 0.15, while standard
deviation is 0.35). Meanwhile, the rest three experts’ CR values with 95% confidentiality do
not reach a CR value greater than 0.11 (average CR value plus 2 standard deviation values).

Despite the fact that the expert’s E1 opinions are not as consistent as the opinions
of other experts, the correlation between criteria coefficients is high between each pair of
experts (see Table 6). There is some difference between expert E1 and other experts, while
between all experts the correlation is significant (the lowest p value is equal to 0.000455).

Table 6. Pearson’s correlation coefficients between each experts’ calculated criteria importance values.

E1a E1b E2 E3 E4

E1a 1.000 0.771 0.522 0.479 0.463
E1b 1.000 0.499 0.418 0.514
E2 1.000 0.838 0.967
E3 1.000 0.802
E4 1.000

The correlation between E2 and E4 is especially high; however, it can be influenced
by the fact those two experts work in the same company while all other experts work
in different companies. Therefore, some collaboration or transparent experience in the
company might influence the high correlation of these two opinions.
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To aggregate the opinion of participated security management experts opinion to
further model the average criteria importance coefficient of experts E2, E3 and E4 will
be used.

4. Validation of Proposed Model

To validate the proposed security level estimation in education organizations, five
alternative situations were analyzed. Security level scores were calculated for these five
situations and compared with the ranking or score of the same four experts.

4.1. Description of Analyzed Education Organizations

Five examples of educational institutions were selected from Lithuania to generate
five different alternatives for the model validation. The summary of alternatives data is
presented in Appendix A, Table A2. The organizations were selected randomly by finding
persons who work in the organization as information technology or security specialist
or provides information technology infrastructure management services and can share
needed data on the organization. Those persons were asked to fill in the organization
definition form where all 49 criteria were listed. The short profiles of the alternatives are
the following:

• Alternative A1—higher education institution, technical university, which main se-
curity management concentration is on security policy and process formalization,
most of IT infrastructure is owned, the university does not store or provide access to
students under 16-years old or other persons, related to students.

• Alternative A2—secondary school, where policies and security processes are mostly in
initial maturity level, has no internal management systems, IT management is mixed
between owned devices and managed or used other infrastructure, therefore, has no
IT security management positions, all students are under 16 years all.

• Alternative A3—the special education school for students, which is very similar to
alternative A2, however, has a higher level of security policy and process maturity
level, IT security management position, and a broader range of personal data and
system access as students under 16 years old are its main customers.

• Alternative A4—college, where security policy and processes are in the same maturity
level as in alternative A3, however, this institution has no IT security management
position and provides security training and help-desk services for its teaching staff.

• Alternative A5—higher education institution, technical university, where students
under 16 years old are attending, therefore, their personal data and access to all needed
system are assured, all IT infrastructure is owned by the university.

Each of the alternatives represents real examples; however, they are anonymized in
this paper. Meanwhile, experts had no description for any of the alternatives to avoid
some pre-judgment.

4.2. Model Result Comparison to Experts Opinion

Security management experts were asked to analyze data (values of all criteria) of all
five alternatives and provide security level scores on a 100-point scale. The comparison of
the model calculated value and experts provided score is presented in Figure 5.

The results demonstrate there exists a linear relationship between the calculated model
score and the experts provided score. It is noticeable that expert E1 uses a very low level of
security rating as the values vary from 2.5 to 10.8 percent. This is an averagely 10 times
lower score in comparison to the model. However, this tendency is noticeable for this
expert only. The scores provided by the other three experts are higher in comparison to the
model calculated scores (on average the score of experts E2, E3, and E4 are 40% higher than
the model calculated score). This demonstrates the model is not accurate in security level
score accuracy. However, the precision tendency demonstrates the high-level correlation
between the modeled score and experts’ provided scores (see Table 7).
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Table 7. Correlation between model results and experts’ opinions.

Situation Expert Pearson’s Correlation Spearman’s Rank Correlation

Model results

E1 0.218 0.500
E2 0.890 1.000
E3 0.915 0.800
E4 0.974 0.950

Plain sum of normalized criteria values

E1 −0.224 0.000
E2 0.555 0.500
E3 0.839 0.900
E4 0.765 0.707

In modeling, the security level score is not as important as ranking between analyzed
alternatives. Therefore, based on the security level score, all alternatives were ranked from
the one with the highest security score (rank 1) to the one with the lowest security score
(rank 5) too. The results of Spearman’s rank correlation in the previous table demonstrate
that all experts (except E1) provided ranks are highly correlated to scores, obtained from
proposed model security level scores (the values are 0.5 and above). Meanwhile, if a plain
sum of normalized criteria values would be added, the score and ranking of alternatives
would reveal lower correlations to experts’ ranking. This demonstrates that the criteria
importance coefficients allow a more accurate security level estimation and alternative
ranking. The ranking results are visualized in Figure 6 as well.
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5. Conclusions and Future Work

The executed systematic literature analysis revealed that each area has its own secu-
rity risk estimation specifics. Therefore, general risk assessment models require security
and area knowledge. Meanwhile, existing educational organization-related security risk
evaluation models are oriented to technical aspects and do not pay attention to security
management. Therefore, overall, an educational organization security model would be
useful to simplify the security modeling.

The gathering of experts’ opinions on educational organization security criteria im-
portance revealed that some inconsistency might appear when a big number of criteria
must be applied. Human experts are not always capable to take into account all factors and
consistently present their relative importance. Therefore, to obtain more accurate experts’
opinion, some additional experts’ evaluations or result validation must be executed. In this
research, the opinion of one out of four experts was discarded as its opinion consistency
rate was out of the recommended level.

The proposed educational organization security level estimation model is suitable
to rank several alternatives. The model calculated ranking highly correlates with trusted
expert’s opinions (Pearson’s correlation coefficient is about 0.9). However, the model’s
presented security level score is not very precise. This is influenced by the fact the experts
do not have a consistent security risk scale as well; therefore, each expert is basing on his
or her personal experience.

The proposed security level estimation model does not require security expert’s actions
for its application, as only discrete values, defining the educational organization situation
is needed as input. Security experts’ opinions on educational organization security level
estimation criteria importance help to increase the security level score correlation of the
experts’ opinion in comparison to the plain sum of all normalized criteria values. However,
it is conducted once, as part of model development. Therefore, educational organizations
can use the proposed model with no help from a security expert.

The further steps for educational organization security risk modeling could be the
design of a tool for automated data gathering and logging. The tool would simplify an
educational organization’s work to estimate the current values or log them more simply.
At the same time, it would log statistical data. The data could be used for the design and
implementation of more accurate and precise security risk level estimation.
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Appendix A

Table A1. The AHP criteria tree and calculated experts criteria importance coefficients.

Criteria E1a E1b E2 E3 E4 Average of E2, E3, and E4

1. Policy 0.257 0.034 0.423 0.543 0.383 0.450
1.1. Network security 0.091 0.029 0.298 0.224 0.276 0.266

1.2. Application security 0.051 0.093 0.095 0.063 0.103 0.087
1.3. Information security 0.129 0.050 0.230 0.139 0.236 0.202
1.4. Operational security 0.131 0.067 0.149 0.301 0.149 0.200

1.5. Disaster recovery 0.446 0.557 0.081 0.063 0.083 0.076
1.6. End-user education 0.152 0.204 0.148 0.210 0.153 0.170

2. Process 0.084 0.635 0.061 0.106 0.077 0.081
2.1. Identify 0.109 0.107 0.096 0.194 0.113 0.134
2.2. Protect 0.177 0.062 0.233 0.233 0.223 0.230
2.3. Detect 0.300 0.519 0.305 0.213 0.308 0.275

2.4. Respond 0.185 0.056 0.061 0.052 0.047 0.053
2.5. Recover 0.228 0.255 0.305 0.308 0.308 0.307

3. Product (Data, Systems) 0.626 0.240 0.423 0.208 0.419 0.350
3.1. Data sensibility 0.514 0.514 0.548 0.563 0.560 0.557

3.1.1. Employees personal data 0.584 0.584 0.158 0.333 0.202 0.231
3.1.1.1. Administration staff 0.500 0.500 0.500 0.500 0.500 0.500

3.1.1.2. Teaching staff 0.500 0.500 0.500 0.500 0.500 0.500
3.1.2. Students personal data 0.135 0.135 0.766 0.333 0.701 0.600

3.1.2.1. Students under 16 years old 0.818 0.818 0.731 0.714 0.637 0.694
3.1.2.2. Students 16 years old or older 0.091 0.091 0.188 0.143 0.258 0.196
3.1.2.3. Other persons (parents) data 0.091 0.091 0.081 0.143 0.105 0.110

3.1.3. Other organizations data 0.281 0.281 0.076 0.333 0.097 0.169
3.1.3.1. Financial data 0.333 0.333 0.333 0.333 0.333 0.333

3.1.3.2. Internal documents 0.333 0.333 0.333 0.333 0.333 0.333
3.1.3.3. Other data 0.333 0.333 0.333 0.333 0.333 0.333
3.2. System access 0.029 0.029 0.091 0.088 0.069 0.083

3.2.1. Representative, public systems 0.091 0.091 0.067 0.091 0.091 0.083
3.2.2. Distance learning systems 0.818 0.818 0.467 0.455 0.455 0.459

3.2.2.1. E-learning systems 0.500 0.500 0.833 0.875 0.833 0.847
3.2.2.2. Communication systems 0.500 0.500 0.167 0.125 0.167 0.153
3.2.3. Employees used systems 0.091 0.091 0.467 0.455 0.455 0.459

3.2.3.1. IT support systems 0.100 0.100 0.833 0.875 0.833 0.847
3.2.3.2. Organization management systems 0.900 0.900 0.167 0.125 0.167 0.153

3.3. System vulnerabilities 0.296 0.296 0.306 0.206 0.294 0.269
3.3.1. Publicly available systems 0.125 0.875 0.750 0.500 0.833 0.694

3.3.1.1. MAX score CCSS v3.1 0.875 0.875 0.833 0.833 0.833 0.833
3.3.1.2. Number of vulnerabilities 0.125 0.125 0.167 0.167 0.167 0.167
3.3.2. Internally available systems 0.875 0.125 0.250 0.500 0.167 0.306

3.3.2.1. MAX score CCSS v3.1 0.875 0.875 0.833 0.833 0.750 0.805
3.3.2.2. Number of vulnerabilities 0.125 0.125 0.167 0.167 0.250 0.195

3.4. IT management responsibilities 0.161 0.161 0.055 0.143 0.077 0.092
3.4.1. Network 0.469 0.469 0.533 0.183 0.601 0.439
3.4.2. Devices 0.042 0.042 0.049 0.055 0.038 0.047

3.4.3. Employees systems 0.275 0.275 0.235 0.365 0.208 0.269
3.4.4. Students systems 0.075 0.075 0.141 0.346 0.115 0.201

3.4.5. Other systems 0.139 0.139 0.041 0.051 0.038 0.043
4. People 0.033 0.091 0.093 0.144 0.120 0.119

4.1. Education 0.237 0.237 0.220 0.204 0.234 0.219
4.1.1. Employees education 0.875 0.875 0.750 0.500 0.750 0.667
4.1.1.1. Administration staff 0.750 0.500 0.500 0.500 0.500 0.500

4.1.1.2. Teaching staff 0.250 0.500 0.500 0.500 0.500 0.500
4.1.2. Students education 0.125 0.125 0.250 0.500 0.250 0.333

4.1.2.1. Students under 16 years old 0.143 0.143 0.637 0.429 0.455 0.507
4.1.2.2. Students 16 years old or older 0.143 0.143 0.258 0.429 0.455 0.381
4.1.2.3. Other persons (parents) data 0.714 0.714 0.105 0.143 0.091 0.113

4.2. Security information 0.081 0.081 0.052 0.045 0.047 0.048
4.2.1. Information for employees 0.875 0.500 0.750 0.750 0.500 0.667

4.2.1.1. Administration staff 0.500 0.500 0.500 0.500 0.500 0.500
4.2.1.2. Teaching staff 0.500 0.500 0.500 0.500 0.500 0.500

4.2.2. Information for students 0.125 0.500 0.250 0.250 0.500 0.333
4.2.2.1. Students under 16 years old 0.143 0.143 0.333 0.143 0.333 0.270

4.2.2.2. Students 16 years old or older 0.143 0.143 0.333 0.429 0.333 0.365
4.2.2.3. Other persons (parents) data 0.714 0.714 0.333 0.429 0.333 0.365

4.3. Help-desk accessibility 0.037 0.037 0.109 0.271 0.148 0.176
4.3.1. Availability for employees 0.875 0.500 0.750 0.500 0.750 0.667

4.3.1.1. Administration staff 0.500 0.500 0.500 0.500 0.500 0.500
4.3.1.2. Teaching staff 0.500 0.500 0.500 0.500 0.500 0.500

4.3.2. Availability for students 0.125 0.500 0.250 0.500 0.250 0.333
4.3.2.1. Students under 16 years old 0.143 0.143 0.333 0.319 0.333 0.328

4.3.2.2. Students 16 years old or older 0.143 0.143 0.333 0.460 0.333 0.375
4.3.2.3. Other persons (parents) data 0.714 0.714 0.333 0.221 0.333 0.296
4.4. Security management positions 0.645 0.645 0.619 0.479 0.572 0.557

4.3.1. Availability for employees 0.875 0.500 0.750 0.500 0.750 0.667
4.3.1.1. Administration staff 0.500 0.500 0.500 0.500 0.500 0.500
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Table A1. Cont.

Criteria E1a E1b E2 E3 E4 Average of E2, E3, and E4

4.3.1.2. Teaching staff 0.500 0.500 0.500 0.500 0.500 0.500
4.3.2. Availability for students 0.125 0.500 0.250 0.500 0.250 0.333

4.3.2.1. Students under 16 years old 0.143 0.143 0.333 0.319 0.333 0.328
4.3.2.2. Students 16 years old or older 0.143 0.143 0.333 0.460 0.333 0.375
4.3.2.3. Other persons (parents) data 0.714 0.714 0.333 0.221 0.333 0.296
4.4. Security management positions 0.645 0.645 0.619 0.479 0.572 0.557

4.3.1. Availability for employees 0.875 0.500 0.750 0.500 0.750 0.667
4.3.1.1. Administration staff 0.500 0.500 0.500 0.500 0.500 0.500

4.3.1.2. Teaching staff 0.500 0.500 0.500 0.500 0.500 0.500
4.3.2. Availability for students 0.125 0.500 0.250 0.500 0.250 0.333

4.3.2.1. Students under 16 years old 0.143 0.143 0.333 0.319 0.333 0.328
4.3.2.2. Students 16 years old or older 0.143 0.143 0.333 0.460 0.333 0.375
4.3.2.3. Other persons (parents) data 0.714 0.714 0.333 0.221 0.333 0.296
4.4. Security management positions 0.645 0.645 0.619 0.479 0.572 0.557

Table A2. Summary of normalized criteria values for all five alternatives.

Measured Criteria A1 A2 A3 A4 A5

1.1. Network security 0.6 0.4 0.4 0.4 0.6
1.2. Application security 0.6 0.2 0.4 0.4 0.4
1.3. Information security 0.8 0.4 0.6 0.6 0.8
1.4. Operational security 1 0.2 0.4 0.4 0.6

1.5. Disaster recovery 0.2 0.2 0.2 0.2 0.8
1.6. End-user education 0.8 0.4 0.6 0.6 0.4

2.1. Identify 0.6 0.2 0.6 0.4 0.4
2.2. Protect 0.8 0.2 0.4 0.4 0.8
2.3. Detect 0.8 0.2 0.4 0.4 0.6

2.4. Respond 1 0.4 0.4 0.4 0.6
2.5. Recover 0.8 0.2 0.2 0.4 0.6

3.1.1.1. Administration staff 0 0 0 0 0
3.1.1.2. Teaching staff 0 1 0.5 1 0

3.1.2.1. Students under 16 years old 1 1 0 0 0
3.1.2.2. Students 16 years old or older 0 0 1 0.5 0
3.1.2.3. Other persons (parents) data 0 0.5 0.5 0.5 0.5

3.1.3.1. Financial data 0.5 0.5 0.5 0 0
3.1.3.2. Internal documents 0.5 0 0.5 0.5 0

3.1.3.3. Other data 1 0 0.5 0 0
3.2.1. Representative, public systems 0 0 0 0 0

3.2.2.1. E-learning systems 0 0 0 0 0
3.2.2.2. Communication systems 0 0 0 0 0

3.2.3.1. IT support systems 0.75 1 0.75 0.75 0.75
3.2.3.2. Organization management systems 0.75 1 0.75 0.75 0.75

3.3.1.1. MAX score CCSS v3.1 0.15 0.01 0.01 0.08 0.02
3.3.1.2. Number of vulnerabilities 0 0.8667 0.8145 0.8377 0.2449

3.3.2.1. MAX score CCSS v3.1 0.01 0 0 0 0.02
3.3.2.2. Number of vulnerabilities 0.6217 0.7105 0.3684 0.3158 0

3.4.1. Network 0 0.66 0.66 0.66 0
3.4.2. Devices 0 0 0 0 0

3.4.3. Employees systems 0 0.33 0.33 0.33 0
3.4.4. Students systems 0 1 0.66 0.66 0

3.4.5. Other systems 0.33 0.33 0.33 0.33 0
4.1.1.1. Administration staff 1 1 1 1 1

4.1.1.2. Teaching staff 1 0 1 0 1
4.1.2.1. Students under 16 years old 0 1 0 0 0

4.1.2.2. Students 16 years old or older 1 0 1 1 0
4.1.2.3. Other persons (parents) data 0 1 0 0 0

4.2.1.1. Administration staff 1 1 1 1 1
4.2.1.2. Teaching staff 1 0 1 1 1

4.2.2.1. Students under 16 years old 0 1 0 0 1
4.2.2.2. Students 16 years old or older 1 0 1 1 1
4.2.2.3. Other persons (parents) data 0 1 0 0 0

4.3.1.1. Administration staff 1 1 1 1 1
4.3.1.2. Teaching staff 1 0 1 0 1

4.3.2.1. Students under 16 years old 0 1 0 0 1
4.3.2.2. Students 16 years old or older 1 0 1 1 1
4.3.2.3. Other persons (parents) data 0 1 0 0 0
4.4. Security management positions 1 0 1 0 1
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18. Aksu, M.U.; Dilek, M.H.; Tatlı, E.İ.; Bicakci, K.; Dirik, H.I.; Demirezen, M.U.; Aykır, T. A quantitative CVSS-based cyber
security risk assessment methodology for IT systems. In Proceedings of the 2017 International Carnahan Conference on Security
Technology (ICCST), Madrid, Spain, 23–26 October 2017; pp. 1–8.

19. Doynikova, E.; Kotenko, I. CVSS-based probabilistic risk assessment for cyber situational awareness and countermeasure selection.
In Proceedings of the 2017 25th Euromicro International Conference on Parallel, Distributed and Network-based Processing
(PDP), St. Petersburg, Russia, 6–8 March 2017; pp. 346–353.

20. Houmb, S.H.; Franqueira, V.N. Estimating ToE risk level using CVSS. In Proceedings of the 2009 International Conference on
Availability, Reliability and Security, Fukuoka, Japan, 16–19 March 2009; pp. 718–725.

21. Lo, C.C.; Chen, W.J. A hybrid information security risk assessment procedure considering interdependences between controls.
Expert Syst. Appl. 2012, 39, 247–257. [CrossRef]

22. Poolsappasit, N.; Dewri, R.; Ray, I. Dynamic security risk management using bayesian attack graphs. IEEE Trans. Dependable
Secur. Comput. 2011, 9, 61–74. [CrossRef]

23. Swiler, L.P.; Phillips, C.; Ellis, D.; Chakerian, S. Computer-attack graph generation tool. In Proceedings of the DARPA Information
Survivability Conference and Exposition II—DISCEX’01, Anaheim, CA, USA, 12–14 June 2001; Volume 2, pp. 307–321.

24. Sheyner, O.; Haines, J.; Jha, S.; Lippmann, R.; Wing, J.M. Automated generation and analysis of attack graphs. In Proceedings of
the 2002 IEEE Symposium on Security and Privacy, Berkeley, CA, USA, 12–15 May 2002; pp. 273–284.

25. Yang, S.; Chen, W.; Zhang, X.; Liang, C.; Wang, H.; Cui, W. A graph-based model for transmission network vulnerability analysis.
IEEE Syst. J. 2019, 14, 1447–1456. [CrossRef]

26. Ritchey, R.W.; Ammann, P. Using model checking to analyze network vulnerabilities. In Proceedings of the 2000 IEEE Symposium
on Security and Privacy—S&P 2000, Berkeley, CA, USA, 14–17 May 2000; pp. 156–165.

27. Ammann, P.; Pamula, J.; Ritchey, R.; Street, J. A host-based approach to network attack chaining analysis. In Proceedings of the
21st Annual Computer Security Applications Conference (ACSAC’05), Tucson, AZ, USA, 5–9 December 2005; p. 10.

28. Kilincer, I.F.; Ertam, F.; Sengur, A. Machine learning methods for cyber security intrusion detection: Datasets and comparative
study. Comput. Netw. 2021, 188, 107840. [CrossRef]

29. Deka, R.K.; Bhattacharyya, D.K. Self-similarity based DDoS attack detection using Hurst parameter. Secur. Commun. Netw. 2016,
9, 4468–4481. [CrossRef]

30. Yan, R.; Wang, Y. Hurst parameter for security evaluation of LAN traffic. Inf. Technol. J. 2012, 11, 269. [CrossRef]
31. Bajpai, S.; Sachdeva, A.; Gupta, J.P. Security risk assessment: Applying the concepts of fuzzy logic. J. Hazard. Mater. 2010, 173,

258–264. [CrossRef]
32. Fu, Y.; Wu, X.P.; Ye, Q.; Peng, X. An approach for information systems security risk assessment on fuzzy set and entropy-weight.

Acta Electron. Sin. 2010, 38, 1489–1494.
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