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Abstract: Product layout significantly impacts consumer demand for purchases in supermarkets.
Product shelf renovation is a crucial process that can increase supermarket efficiency. The develop-
ment of a sequential pattern mining algorithm for investigating the correlation patterns of product
layouts, solving the numerous problems of shelf design, and the development of an algorithm that
considers in-store purchase and shelf profit data with the goal of improving supermarket efficiency,
and consequently profitability, were the goals of this research. The authors of this research devel-
oped two types of algorithms to enhance efficiency and reach the goals. The first was a PrefixSpan
algorithm, which was used to optimize sequential pattern mining, known as the PrefixSpan mining
approach. The second was a new multi-objective design that considered the objective functions of
profit volumes and closeness rating using the mutation-based harmony search (MBHS) optimization
algorithm, which was used to evaluate the performance of the first algorithm based on the PrefixSpan
algorithm. The experimental results demonstrated that the PrefixSpan algorithm can determine
correlation rules more efficiently and accurately ascertain correlation rules better than any other
algorithms used in the study. Additionally, the authors found that MBHS with a new multi-objective
design can effectively find the product layout in supermarket solutions. Finally, the proposed product
layout algorithm was found to lead to higher profit volumes and closeness ratings than traditional
shelf layouts, as well as to be more efficient than other algorithms.

Keywords: data mining; product layout; sequential pattern mining; supermarket; harmony search
algorithm

1. Introduction

Sequential pattern mining (SPM) is a sequential pattern query technique used to find
data correlations during transactions; it was first presented by Agrawal and Srikant [1–3].
Currently, due to competition in the retail industry, supermarkets are trying to improve
their revenue by becoming more efficient and, therefore, profitable. Usually, supermarkets
keep records of their customers’ purchases. This shopping information can be used to find
the most common purchasing patterns. Therefore, sequential pattern mining has been
applied to determine purchasing patterns with common purchasing frequencies. Previous
studies [4–9] have presented models for determining the groupings of product series on
shelves in order to maximize profits. Product layout can not only catch the eyes and
draw the attention of consumers but also increase customer purchases and satisfaction.
Previous studies [10–13] have also implemented sequential pattern mining to explore
frequent sequential patterns, which are considered necessary for determining the frequency
of product purchases [14].

There are two key issues that must be considered in shelf management: shelf manage-
ment strategies and purchases frequencies. Product shelf management strategies, which are
under the umbrella of shelf layout, directly influence customers’ purchasing decisions and
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affect store profits. It is also challenging to manage shelf displays to increase sales without
first considering the product layout. The challenges of shelf layouts and patterns have
caught the attention of market researchers. The authors of [15–18] found that factors that
may significantly influence customers’ purchasing decisions include shelf space allocation
and layout display. Personal or social factors may also influence the urge to purchase
another product, a phenomenon that has been studied via Market Basket Analysis [19–25],
which analyzes the correlation of products that customers are most likely to buy at the
same time [26–28]. The management of shelf space was found to be a problem affecting
consumers’ purchasing behaviors; the effectiveness of shelf layouts between nearby su-
permarkets was compared to investigate how to increase profits and improve customer
satisfaction [29–31]. To deal with this critical problem, a PrefixSpan algorithm [32–34] has
been implemented. Prior to this algorithm, authors [35–38] paid attention to the manage-
ment of the location of each specific shelf in a supermarket. Although this method is able
to increase sales, it does not consider possible correlations between products on different
shelves by analyzing customers’ shopping lists, a gap that could lead to crucial sales losses.

Sequential patterns can be determined with various algorithms, such as the Apriori,
GSP, Freespan [32–34], and projection-based PrefixSpan algorithms. The PrefixSpan algo-
rithms can be used to mine sequence patterns and count the frequency of item sets in search
spaces without the need for candidate generation. It can also be used for small-scaled
problem solving to better increase consumer efficiency compared to other algorithms.
In contrast to the GSP algorithm, the PrefixSpan algorithm can even be used to search
for local minima and scan sequences patterns. To summarize, the PrefixSpan algorithm
can effectively improve consumer time efficiency and filter redundant patterns, and the
metaheuristic method can be used to aid the algorithm’s pattern optimization.

Aspects of the metaheuristic method have been employed to optimize answer or fitness
values when solving complex problems. Well-known metaheuristic algorithms include
the genetic algorithm (GA) [39], genetic programming (GP), evolutionary programming
(EP), particle swarm optimization (PSO) [40,41], simulated annealing (SA) [42], artificial
bee colony (ABC) [43,44], and harmony search (HS) [45–48]. The HS algorithm is an
evolutionary algorithm used to find fitness values based on the problem-solving principles
of musicians. It is a method that mimics the way a musician improvises, improves, and
finds the perfect state of harmony, also known as the objective function. In [49–52], the
harmony search algorithm showed an extremely high performance for solving the problems
of the search space compared to other evolutionary algorithms.

The contributions of this study are three main points as follows: first, we propose
the sequential pattern mining algorithm, the PrefixSpan algorithm, to analyze customers’
purchasing behaviors and find shelf and product correlations to filter the pattern of product.
Firstly, we compared the performance of the PrefixSpan algorithm and other methods,
thus revealing the advantages of the former. Second, a combination of the metaheuristic
algorithm with PrefixSpans, the MBHS, is designed with the multi-objective function
including the pattern of PrefixSpans, which is given a suitable pattern length. This study
solved the problem of the sequence mining pattern and design in the population as a
set of optimal answers in MBHS. Additionally, we proposed the multi-objective as two
issues: profit and closeness rating to enhance the product layout in a supermarket. This
aspect of performance was better than others in improving shelf layouts compared to
traditional methods. These purposed algorithms with the multi-objective design focus on
a profits-derived closeness rating between shelves to redesign store layouts. Finally, this
study was proposed to investigate sequential pattern mining and shelf layouts to improve
not only individual shelf layouts, in contrast to previous research, but also the overall
products on shelves in supermarket layouts and performance. Thus, the authors of this
study propose a novel metaheuristic sequential pattern mining technique using MBHS
based on the PrefixSpan Mining approach for an analysis of the behavior of customer
purchase data to improve the entire product in supermarkets and shelf layouts to increase
profitability and enhance the closeness rating.
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2. Related Work

A wide variety of studies have proposed the use of sequential pattern mining to
solve the problems of shelf management and layout. The authors of [53] proposed a
timeliness variable threshold for sequential patterns, with a focus on finding pyramid
scheme patterns in both individual and different sequences. The authors of this study
employed the abovementioned method with real financial data to analyze sequential time
intervals. The authors of [54] proposed the use of the PrefixSpan algorithm to generate
sequential patterns to create a personalized product recommendation system. Its aim
was for users to be able to buy the best products in the shortest possible time, and the
research presented a cross-domain recommendation by employing ontology while solving
the problem. The experimental results showed that it could help alleviate the problems of
new users to some extent. The authors of [55] studied a cloud service-customized product
information system. They collected three types of data: e-commerce services, promotion-
type modules, and cloud service-customized promotional products. The purposes of the
study were to generate and propose a system for detecting customers’ behaviors. Marketing
data were analyzed by employing an association rule mining algorithm and sequential
pattern mining. The experimental results of this research revealed that the SPM method
could effectively analyze customer behavior data and search for information regarding
product promotion with the goal of evaluating sales and increasing production. The
authors of [56] proposed the use of commonsense knowledge (CSK) in a machine-learning
application, which was compared with human behavior, and the application was found to
improve common-sense decision-making and enhance data mining.

The authors of [57] suggested that the backroom was the most important part of retail,
so they focused on optimizing the distribution center and sales spaces of a store. They
proposed a solution for the problem of grocery backroom sizing to reduce floor space,
which may result in higher revenues and/or lower backroom-associated costs. The authors
of [58] proposed a framework for sequential pattern mining to find a pattern that was
more complex and more difficult than what was currently available. Such a pattern was
found in the data regarding individual self-management. The findings of this study were
also applied to the American Time Use Survey (ATUS) dataset to explore individual time-
allocation behaviors and identify sequences of activities, e.g., which patterns of activities
need to be performed first and later, a sequence known as the frequency. The authors
of [59] proposed an analysis method based on the Poisson model that considers impactable
parameters, such as the time of the day, day of the week, and week of the month, to
investigate a source of variation in a case study from Chile. The authors of [37] proposed
the use of the Map-Reduce algorithm in conjunction with sequential pattern mining to find
correlations between groups of products. The data were randomized for sequential pattern
mining with the aim of finding the most profitable products in order to improve the overall
profitability of a supermarket. The authors of [60] found problems in analyses of travelling
data and ineffective tourism management because the existing techniques were unable to
capture the sequential patterns of hidden tourist data. After researching a case study of
Australian outbound tourism, the authors suggested a solution that comprised an analysis
of travelers’ behaviors through location-tagging photos and the use of sequential pattern
mining. The efficacy of the proposed method demonstrated the benefits of promoting
tourism and presenting suitable destinations for tourists. The authors of [61] applied item-
based collaborative filtering with an Apriori-based model to find patterns in an e-commerce
service. The disadvantages of this filtering system included redundant rules and sequential
patterns, so further improvements are required.

The PrefixSpan algorithm was compared with sequential patterns, such as the Apriori
algorithm, GSP algorithm, and Freespan algorithm. The performance of the PrefixSpan
algorithm is significantly higher than the others [62,63]. Moreover, the PrefixSpan had a
consuming time that was faster than the others because the proposed algorithm was not
generated from the frequency of items within the search space in the projected databases.
However, the PrefixSpan’s long pattern length is a limitation. Researchers have expressed
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interest in prefix algorithms and their improvements [46,56–59]. The study of [59] is
relevant to this paper from an application standpoint, as it revealed that shelf layout affects
the display of available food items, information that could be useful in mobile applications.
The authors of [64] proposed a sequential pattern mining method for supermarkets that is
similar to our method, but our proposed method is different because it orders products
in regard to both their shelves and individual profit. A common problem in sequential
pattern mining methods is still the criteria design, which should be solved by focusing on
individual shelves and using the MBHS algorithm for multi-objective optimization. The
MBHS algorithm is a population-based meta-heuristic optimization algorithm and can
solve the complex problem to reach the optimal solution. In [65–68], the MBHS algorithm
was developed to reduce the cost by objective function design, where the MBHS in many
studies has different objective functions, and developed the combination of the search
method with harmony search. The MBHS in our purposed methods is applied to the
design as a multi-objective function combined with the identified sequential pattern in
shelf layouts to enhance pattern generations with the aid of heuristic algorithms that have
defined multi-object functions. These multi-objective functions were designed to filter
and solve product layout problems. A list of related works, along with their methods and
domains, is shown in Table 1.

Table 1. Related works, along with their methods and domains.

Year Related Works Methods Domains

2004 J. Pei et al. [69] PrefixSpan Sequential pattern mining

2013 G. Aloysius and D. Binu [64] PrefixSpan Sequential pattern mining
for supermarkets

2016 M. Chaudhari et al. [70] PrefixSpan with
GRC constraints

Constraints in pattern
mining

2016 L. Epstein et al. [59] Auto regressive
Poisson regression Recommender system

2017 N. Tandon et al. [56] CSK Machine-learning and smart
cities

2018 X. Wang et al. [37] SPM Map-Reduce Sequential pattern mining
for commodity management

2018 H. Vu et al. [60] Top-K SRM Sequential pattern mining
2019 T. Anwar and V. Uma [54] CD-SPM Recommender system
2019 C. Hung [55] CSIS E-commerce services
2020 M. Pires et al. [57] DEA Optimum retail space

2020 J. Lourenco et al. [61]
Item-based

collaborative filtering with
Apriori

E-commerce services

2021 Varghese et al. [71] Mobile app
development Smart cities

2021 W. Wang et al. [53] TVI-PrefixSpan Sequential pattern mining
for pyramid scheme patterns

3. Proposed Model

The first part of this section discusses the implementation, procedures, and applica-
tion of sequential pattern mining using the PrefixSpan algorithm to find all shelf correla-
tions. The second part of this section discusses the development and procedures of the
multi-objective mutation-based harmony search algorithm to solve the shelf management
problem using the case study of a supermarket in Thailand.

3.1. Sequential Pattern Mining

Sequential patterns are like the concept of association rules, i.e., a sequence of transac-
tions or lists of datasets are used to identify the frequency order of the data correlations.
Each customer’s list of purchases is different. However, every purchase appears in many
transaction records. Sequential patterns are shown in the form X → Y, where X and Y
represent data obtained by surveying customers’ purchase lists. The formulation of the
sequential pattern mining method is completed only when the sequential rule is deter-
mined by two values. The first is support, which is the probability of the X-value occurring
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in conjunction with the Y-value. Its value is between 0 and 1; if it approaches 1, a large
number of this pattern occurs. This value can be obtained from Equation (1). The second
is confidence, which is the probability of the X-value occurring in conjunction with the
Y-value related to the sequence of events. This value can be obtained from Equation (2):

Support(X → Y) = P(X ∪Y) (1)

Con f idence(X → Y) =
P(X ∪Y)

P(X)
(2)

3.2. PrefixSpan Algorithm

The PrefixSpan algorithm (prefix-projected sequential pattern mining), introduced
by Jian Pei et al., was developed to optimize the processing of datasets. This algorithm
(Algorithm 1) can help reduce the sizes of projected databases to process them more
efficiently. Previous studies [72–74] have shown that the PrefixSpan algorithm outperforms
other algorithms, such as the Apriori and Freespan algorithms, in finding the sequence
patterns of big data. The basic definitions and steps of the PrefixSpan algorithm are defined
as follows.

Definition 1 (Prefix). Let all items in an element be listed alphabetically or numerically. Given a
sequence α = 〈e1e2 . . . en〉, a sequence β =

〈
e′1e′2 . . . e′m

〉
(m ≤ n) is called a prefix of α.

Definition 2 (Projection). Let sequences α and β be such that β is a subsequence of α (β v α).
A subsequence α of sequence α (α′ v α) is called a projection of α.

Definition 3 (Postfix). Let α′ = 〈e1e2 . . . en〉 be the projection of α, the prefix β =
〈
e1e2 . . . em−1e′m

〉
(m ≤ n). Sequence γ = e′′mem+1 . . . en is called the postfix of α, denoted as γ = α/β, where
e′′m = (em − e′m).

Definition 4 (Projected database). Let α be a sequential pattern in the department transaction
database DT, the α-projected database be mean DT|α , and the collection of postfixes of sequences in
DT be prefix α.

Definition 5 (Support count-projected database). Let α be a sequential pattern in the depart-
ment transaction database DT and β be a sequence with prefix α. The support count of β in the
α-projected database DT|α is the number of sequences γ in DT|α such that (β v α · γ).

Algorithm 1. PrefixSpan

Input: Department of product (DT: A, B, C, . . . , S), and the minimum support threshold min_sup
Output: The complete set of sequential product patterns (2-length sequential pattern)
Method: Call PrefixSpan(<>, 0, DT)
Subroutine: PrefixSpan(α, l, DT|α )
Parameters: α is a sequential pattern, l is the length of α, and DT|α is the α-projected database if α 6= <>;
otherwise, it represents the department transaction database DT.
Procedure:

1. Scan DT|α once and find the set of frequent items b such that:

• b can be assembled to the last element of α to form a sequential pattern or
• <b> can be appended to α to form a sequential pattern.

2. For each frequent item b, append it to α to form a sequential pattern ά and output α′

3. For each α′, construct ά-projected database DT|α′ and call PrefixSpan (α′, l + 1, DT|α′ )

PrefixSpan for Finding Sequence Patterns

Before processing the purchase data for the PrefixSpan algorithm in the initial step,
the preparation dataset or transaction database must be prepared. The data used for this
experiment comprised customers’ shopping lists from a case study of a supermarket in
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Thailand. The hierarchical structure of the supermarket’s products is shown in Figure 1.
In Figure 1, the hierarchical structure is divided into three levels: Level 0, Level 1, and
Level 2. Level 1 contains a total of 49,688 items. This is linked to Level 2, which consists
of different products. In Level 1, there are 19 departments. The purchase data are stored
in the database shown in Table 2. An example database of customer purchase lists is
shown in Table 2, which shows the order and product IDs representing customers’ lists
and purchased products, respectively. Table 3 shows information about product shelves
sorted by department. Table 4 shows the profit of each shelf, as calculated from the total
transactions. Table 5 was created to manage data from Tables 2 and 3 because this study
focused on solving product shelf management problems by managing product information.
In Table 5, the details of the correlation between departments and products are replaced
by lists of items purchased (originally shown in Table 2) sorted by department (originally
shown in Table 3), represented by Di. The data from Table 5 could then be further processed
while identifying sequence patterns using the PrefixSpan algorithm.
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Table 2. A supermarket’s order transaction database.

Order ID Product ID

1 8, 317, 4264, 3008, 289
2 12, 150, 11432, 4055
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Table 3. Examples of departments.

Department Department Name Product ID

A Frozen 4, 8, 12, 18, 46, 1176, 1268, 49636
B Bakery 58, 245, 317, 346, 15369, 28129, 46065
C Produce 89, 380, 4264, 7805, 11432, 23429, 48825
D Alcohol 150, 3008, 5810, 10532, 32445
E International 425, 1414, 4055, 6372, 9942, 42023
F Beverages 197, 289, 16514, 25743, 35027
G Pets 8445, 11558, 23337, 32748, 44480
H Dry Goods and Pasta 173, 27675, 28301, 37469, 41224
I Bulk Food 1000, 12699,19628, 22827, 32232, 42091
J Personal Care 113, 280, 11929, 12172, 30689, 36905
K Meat Seafood 5770, 7519, 18975, 20518
L Pantry 4401, 4682, 11503, 26163, 34720, 41660
M Breakfast 510, 1087, 15477, 23456
N Canned goods 626, 1251, 10173
O Dairy Eggs 432, 505, 894, 953, 1006
P Household 14, 105, 328, 415, 500
Q Babies 219, 309, 426, 873, 1202
R Snacks 1, 16, 145, 164, 212, 213
S Deli 49, 109, 138, 403, 886

Table 4. Profits of departments.

Department Department Name Profit

A Frozen 500,111
B Bakery 165,168
C Produce 87,917
D Alcohol 213,612
E International 339,047
F Beverages 240,790
G Pets 58,603
H Dry Goods and Pasta 32,417
I Bulk Food 5669
J Personal Care 396,602
K Meat Seafood 181,856
L Pantry 161,281
M Breakfast 16,846
N Canned Goods 73,052
O Dairy Eggs 51,724
P Household 462,062
Q Babies 110,228
R Snacks 188,293
S Deli 66,213

Table 5. Department transaction database.

Order ID Department

1 A, B, C, D, F
2 A, D, C, E
3 E, F, A, B, D, C
4 E, A, F, C, B

Our steps before applying the PrefixSpan algorithm are as follows: first, we found the
prefix (length−1) of sequential patterns. To find sequential patterns in the DT database,
purchase data from the database were used for processing A, B, C, D, F, Order 2: A, D, C,
E, Order 3: E, F, A, B, D, C, and Order 4: E, A, F, C, B. Here, <n> represents each product
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shelf. This step began with the scanning of the DT data from Table 5 to find all frequent
items in the DT. Each entry in the DT was taken in length−1 to be a prefix defined by
Definition 1. The example data in Table 5 show a total of 6 prefixes, where <m>: count
is a pattern followed by a support count: <A>: 1, <B>: 3, <C>: 4, <D>: 3, <E>: 3, and
<F>: 3. Then, we divided the search space. A set of six prefixes of sequential patterns<A>,
<B>, <C>, <D>, <E>, and <F> —were obtained from Step 1. The number of the projection
database depended on <n>, where <n> is the subsets of the projection database. The data
in Table 5 were used to find the projection comprising {A, B, C, D, E, F}. An example of the
projection database format <A> from the first row of data in the DT database is <A, B, C, D,
F>, since the pattern <A> is a projection defined by Definition 2. The patterns <B, C, D, F>
were found to be postfixes of the pattern <A> by Definition 3. The projected database of
the pattern <A> was found to contain <B, C, D, F>, <D, C, E>, <B, D, C>, and <F, C, B>.
Other forms of postfix from < B > to <n> were the same. The projected data are displayed
in Table 6.

Table 6. Projected database.

Prefix Projected Postfix Database

A <_, B, C, D, F>, <_, D, C, E>, < _, B, D, C>, <_ F, C, B>
B <A, C, D, F>, <_, D, C>
C <_, D, F>, <_, E>, <_, B>
D <_F>, <_, C, E>, <_, C>
E < _, F, A, B, D, C>, <_, A, F, C, B>

Then, we found subsets of sequential patterns. In this step, subsets of sequential
patterns were used to find a set of 2-length patterns from projected databases, and the
process of finding sequential patterns was repeated until every transaction was completed.
Following Definition 5, a sequential pattern and support count were used to find the
support and confidence values with Equations (1) and (2).

The procedure found the prefix (length−1) of the sequential patterns for <A>, specifi-
cally transactions that consisted of <A> by only considering postfixes that occurred after
the prefixed <A>. For example, Order 3 was found to contain <E, F, A, B, D, C>, which has
<A> as a prefix.

From the prefix <A>, only the subsequence <_, B, D, C> was considered for sequential
patterns of <A>. Note that <_,> represents the location of the prefix. <A> was found first in
2-length sequential patterns. From the DT database with <A> as the projected database, we
found postfix sequences consisting of <_, B, C, D, F>, <_, D, C, E>, <_, B, D, C>, <_ F, C, B>.
We found the following 2-length sequential patterns with <A> as the prefix: <A, B>: 3, <A,
C>: 4, <A, D>: 3, <. A, F>: 2, and <A, E>: 1, where <pattern>: count represents the pattern
followed by the frequency. The process of finding the 2-length sequential patterns of the
< B>-projected database and <n>-projected database could be repeatedly recreated and
searched, just like the <A>-projected database shown in Table 7. Then, sequential patterns
from Table 7 were calculated to find support and confidence values. An example of the
obtained results is shown in Table 8.

Table 7. Projected database and sequential patterns.

Prefix Projected Postfix Database Sequential Patterns

A <_, B, C, D, F>, <_, D, C, E>, < _, B, D, C>,
<_ F, C, B> <A, B>, <A, C>, <A, D>, <A, F>, <A, E>

B < _, C, D, F>, <_, D, C>, <B, C>, <B, D>, <B, F>
C <_, D, F>, <_, E>, <_, B> <C, D>, <C, F>, <C, E>, <C, B>
D <_F>, <_, C, E>, <_, C> <D, F>, <D, C>, <D, E>
E < _, F, A, B, D, C>, <_, A, F, C, B> <E, F>, <E, A>, <E, B>, <E, D>, <E, C>
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Table 8. Example sequence pattern result.

No. Department Pair Support Confidence

1 Meat Seafood–Produce 16.19% 87%
2 International–Produce 6.46% 87%
3 Dry goods and Pasta–Dairy eggs 16.38% 83%
4 Breakfast–Dairy eggs 13.87% 82%
5 Frozen–Produce 31.49% 80%
6 Snacks–Produce 33.78% 77%
7 Frozen–Dairy eggs 30.05% 77%
8 Pets–Dairy eggs 1.44% 69%
9 Household–Produce 11.14% 57%
10 Breakfast–Snacks 10.28% 61%
11 Pets–Beverages 1.25% 60%
12 International–Pantry 4.20% 56%
13 Dry goods and Pasta–Frozen 10.99% 55%
14 Bakery–Snacks 15.25% 55%
15 Babies–Frozen 2.57% 52%
16 Deli–Beverages 12.93% 52%
17 Meat Seafood–Pantry 8.97% 48%
18 International–Canned goods 3.17% 42%
19 Deli–Bakery 10.02% 40%
20 Dry goods and Pasta–Canned goods 7.95% 40%

3.3. Adjacency Preferences

One of the most widely used approaches for measuring the effectiveness of the shelf
layout problem is the REL chart [75,76], which determines closeness ratings. A closeness
rating reflects the correlation between shelves. Here, the proximity rating was defined as
shown in Table 9, and an adjacency matrix (defined from the valuable rack pair) was created
to determine the suitability of a shelf location. We used the PrefixSpan algorithm to match
shelf correlations, support, and confidence, as shown in Table 8, where rack correlation
pairs with a confidence value of greater than 60%, between 60 and 40%, between 40
and 20%, and between 20 and 10% are considered “Absolutely necessary”, “Especially
important”, “Important”, and “Ordinary closeness”, respectively. The generated adjacency
matrix is displayed in Table 10. Because shelf layout directly affects the sales of products,
the adjacency matrix is used to measure the effectiveness of a shelf layout when in the
process of determining proximity values. Proximity values alone should not be used to
calculate the income or profit of a shelf; adjacency preferences should also be considered.

Table 9. REL score chart.

Rating Definition Assigned Score

A Absolutely necessary 125
E Especially important 25
I Important 5
O Ordinary closeness 0
U Unimportant −25
X Undesirable −125
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Table 10. Adjacency matrix.
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Frozen 0 5 125 −25 0 25 −25 5 −25 0 5 25 5 5 125 0 −25 25 5
Bakery 25 0 125 −25 0 25 −25 5 −25 0 5 25 5 5 125 0 −25 25 5

Produce 25 5 0 −25 −25 25 −25 5 −25 0 5 25 0 5 125 0 −25 25 5
Alcohol 5 5 25 0 −25 25 −25 0 −125 0 0 5 0 0 25 5 −25 5 0

International 25 5 125 −25 0 25 −25 5 −25 0 5 25 5 25 125 0 −25 25 5
Beverages 25 5 125 −25 −25 0 −25 5 −25 0 0 5 0 5 125 5 −25 25 5

Pets 25 5 125 −25 −25 125 0 5 −125 5 5 25 5 5 125 5 −25 25 5
Dry goods 25 25 125 −25 0 25 −25 0 −25 0 5 25 5 25 125 0 −25 25 5
Bulk food 25 5 125 −125 −25 25 −125 5 0 −25 5 25 5 5 125 0 −25 25 5

Personal care 25 5 125 −25 −25 25 −25 5 −125 0 0 25 5 5 125 5 −25 25 5
Meat Seafood 25 5 125 −25 0 25 −25 5 −25 0 0 25 5 5 125 0 −25 25 5

Pantry 25 5 125 −25 0 25 −25 5 −25 0 5 0 5 5 125 0 −25 25 5
Breakfast 25 25 125 −25 −25 25 −25 5 −25 0 5 25 0 5 125 5 −25 125 5

Canned goods 25 5 125 −25 0 25 −25 5 −25 0 5 25 5 0 125 0 −25 25 5
Dairy eggs 25 5 125 −25 −25 25 −25 5 −25 0 5 25 5 5 0 0 −25 25 5
Household 25 5 125 −25 −25 25 −25 5 −125 5 5 25 5 5 125 0 −25 25 5

Babies 25 5 125 −25 −25 25 −25 5 −25 0 5 25 5 5 125 5 0 25 5
Snacks 25 5 125 −25 −25 25 −25 5 −25 0 5 25 5 5 125 0 −25 0 5

Deli 25 25 125 −25 0 25 −25 5 −25 0 5 25 5 5 125 0 −25 25 0

3.4. Multi-Objective Mutation-Based Harmony Search for Layout Design

We propose the use of the MBHS algorithm to manage shelf layouts for maximum
improvements of profitability and closeness ratings. Figure 2 illustrates the procedures
of MBHS.

The profit measure equation, shown in Equation (3), was used in this study to identify
correlations between shelves to compare profitability between the case supermarket’s
traditional shelf layouts and those of our proposed method:

Profit function =


max f (Xi),

f (Xi) =
∑n−1

i=1 ∑n
j=j+1(Pij)×σ

(
Di∪Dj
|T|

)
L

(3)

where P represents the profit value of the pattern, n represents the number of departments,
σ represents the fraction of transactions that contains both i and j, T represents the total
number of transactions, and L represents the length of the pattern.

Equation (4) was used to calculate the total closeness rating (TCR) to measure the
overall effectiveness of the correlation between shelves of the supermarket:

TCR function =
n−1

∑
i=1

n

∑
j=j+1

(
RELij

)
(4)

where REL represents the assigned scores of patterns from department i to j and n represents
the number of departments.
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3.4.1. Initialization Parameters and the Harmony Memory

First, we configured the parameters with the harmony memory size (HMS), harmony
memory consideration rate (HMCR), pitch adjusting rate (PAR), and termination criterion
(e.g., maximum number of iterations). Then, the product shelves were randomized to
generate a 1 × 19 initial population matrix, with n numbers defined by HMS values.
The generated population was stored in the harmony memory (HM) and then evaluated
according to Equations (3) and (4). The initial population model is displayed in Equation (5):

HM =


X1

1 X1
2 · · · X1

n f (X1) TCR1

X2
1 X2

2 · · · X2
n f (X2) TCR2

...
... · · ·

...
...

...
XHMS

1 XHMS
2 · · · XHMS

1 f (XHMS) TCRHMS

 (5)
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3.4.2. Generating a New Harmony

At this stage, a new harmony was created based on Xnew =
[
Xnew

1 , Xnew
2 , · · · , Xnew

n
]

by considering the HMCR value, which was a randomized number between 0 and 1. If
it was less than or equal to the HMCR, it generated a new harmony from the HM. Then,
the new harmony was randomized. The next step decided whether to again perform the
PAR procedure randomly from 0 to 1. If the value was found to be less than or equal to the
specified PAR, mutation operations were implemented. We used three types of operators
to find the location closest to the answer: (a) the swap operator, which selects random shelf
and swap positions; (b) the insert operator, which randomly selects two shelf positions
and inserts the first position into the front; and (c) the reverse operator, which randomly
selects the order of the shelf’s length and then reverses it. The three mutation operators are
illustrated in Figure 3.
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3.4.3. Update the Harmony Memory

At this stage, Xnew was compared to Xworst in the HM. If the new harmony, Xnew,
had better suitability, Xworst in the HM replaced the position with Xnew.

3.4.4. Terminate Criterion

In this step, the procedure for generating and updating a new harmony memory was
repeated until the specified number of rounds was completed, at which point the algorithm
had found the best suitability.

4. Experiments and Results
4.1. Multi-Objective Evaluation

In this research, we applied a multi-objective mutation-based harmony search al-
gorithm to handle large shelf data. In the database, there were 1,048,576 purchase sale
records, 19 shelf records, and 49,688 product records. Figure 4a shows the original product
layout, and Table 12 shows the proposed product layout with shelf improvements. This
layout was developed with the experimental results by using the profit volume calculated
from Equation (3) and finding the suitability of the closeness rating. Table 11 shows the
profit volume values following shelf adjustment, which were calculated by determining
the solution of a rack from 19 departments. The solution comprised a 1 × 19 matrix,
with the best answer determined by the highest profit sum and the TCR determined by
the original product layout (as illustrated in Figure 4a). The proposed product layout is
shown in Figure 4b. According to the results of the experiment, the improvements of the
proposed and conventional shelf layouts had profit volume values of 228,139.50 (THB) and
441,477.71 (THB), respectively, as shown in Table 12.
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Table 11. Profit volumes, total closeness rating, and execution time for the three algorithms.

Iteration
PrefixSpan and MBHS(Proposed Algorithm) GA SA

Profit TCR Time(s) Profit TCR Time(s) Profit TCR Time(s)

1 311,235.91 105 0.03 255,865.51 −5 3.82 249,138.03 225 0.008
25 390,576.34 205 0.46 367,919.9 10 9.62 307,112.12 285 0.026
50 396,787.27 180 0.84 372,192.96 35 13.38 324,907.14 160 0.031
75 416,880.68 205 1.32 390,894.29 100 17.23 321,803.74 305 0.036

100 433,363.4 210 1.69 390,894.29 100 20.37 341,573.87 275 0.042
150 441,331.74 345 2.80 392,172.53 150 26.68 341,573.87 275 0.052
180 441,477.71 350 3.12 392,172.53 150 30.05 341,573.87 275 0.058
190 441,477.71 350 3.21 392,172.53 150 31.17 341,573.87 275 0.060
200 441,477.71 350 3.55 392,172.53 150 32.29 341,573.87 275 0.062

Table 12. Comparison of the profit volume and total closeness rating.

Profit Volume (THB) Total Closeness Rating

Original layout 228,139.50 205
Proposed layout 441,477.71 350

Table 12 presents the sum of the total closeness ratings. The results show that the
original product layout had a TCR of 205, but the proposed product layout had a TCR of
350. In other words, the proposed method provided a higher profit volume and a better
TCR value. This new shelf layout was additionally determined to be able to lead to an
increase in customer satisfaction levels. In summary, the proposed method can effectively
improve the placement of store shelves and increase future sales by using correlations
between shopping lists and shelf layouts.

4.2. Comparison of Algorithms

In this experiment, we evaluated the execution time of the Apriori algorithm, the
FP-Growth algorithm, and the proposed PrefixSpan algorithm on the same large dataset,
as shown in Table 13.
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Table 13. Comparison of the execution time of Apriori, FP-Growth, and Prefixspan.

Algorithms Execute Times (Second)

Apriori 715.51
FP-Growth 92.18
Prefixspan 0.29

Table 13 displays a comparison of the time needed by the Apriori, FP-Growth, and
PrefixSpan algorithms to correlate all occurring rules using the same dataset. We set
a minimum support value of 1%. The PrefixSpan algorithm performed better than the
other algorithms. The average execution times of the Apriori, FP-Growth, and PrefixSpan
algorithms were 1411.02, 279.37, and 30.27 s, respectively.

Figure 5 shows a comparison of the execution times of the Apriori, FP-Growth, and
PrefixSpan algorithms with minimum supports of 20%, 40%, 60%, and 80%. According
to the time processing results shown in Figure 5, at the minimum support of 20%, the
average execution times of the Apriori, FP-Growth, and PrefixSpan algorithms were 715.51,
92.18, and 1.67 s, respectively. At the minimum support of 80%, the average execution
times of the Apriori, FP-Growth, and PrefixSpan algorithms were 73.40, 11.15, and 0.29 s,
respectively. It was found that the execution time depended on the minimum support
setting. If the minimum support was smaller, the processing time was longer, and the
resulting correlation rule was more common. Table 13 shows that the execution time of the
PrefixSpan algorithm was better than those of the Apriori and FP-Growth algorithms.
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Figure 5. Comparison of the execution times of the Apriori, FP-Growth, and PrefixSpan algorithms
according to the percent of support.

The four algorithms were executed in the same environment after setting the following
hyperparameters: the PrefixSpan and MBHS settings were HMS = 25, HMCR = 0.9, and
PAR = 0.1; the SA settings were initial temperature = 100, cooling rate = 0.99, and complete
temperature = 0.01; and the GA settings were initial population size = 2000, pc = 0.2,
pm = 0.08, and iteration = 200. Table 14 shows the experimentally finetuned parameters.
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Table 14. The hyperparameters of the selected algorithms.

Algorithm Parameter Selected Values

PrefixSpan and MBHS
HMS 25

HMCR 0.9
PAR 0.1

SA
Initial temperature 100

Cooling rate 0.99
Complete temperature 0.01

GA

Population size 2000
Probability of crossover: Pc 0.2
Probability of mutation: Pm 0.08

Iteration 200

4.3. Discussion

To discuss the experiment, the PrefixSpan and MBHS, GA, and SA were applied to
shelf layouts to evaluate profit and time consumption. Figure 6 shows a comparison of the
profit volume and execution time as the number of iterations increased: Figure 6a profit
volume of the algorithms and Figure 6b execution time of the algorithms. A comparison of
the profit volume of the proposed method (PrefixSpan and MBHS), GA, and SA, respec-
tively, were given the highest profit and convergence to the best answer when the number
of iterations was higher. Comparison with the other algorithms shows convergence and
stability within 100 iterations, which was less profit than the proposed model. In contrast,
the aspect of the time consumption of the proposed and SA was similar within 50 iterations.
The GA and NP-Hard dramatically increased until 200 iterations. The processing time
of NP-Hard was longer when the number of iterations was higher. The product layout
profitability, total closeness rating, and execution time of the three algorithms, proposed
method as the PrefixSpan algorithm with mutation-based harmony search (PrefixSpan
and MBHS), the GA, and the SA, respectively, were employed. Table 11 (where the y-
and x-axes are the sum of the profit of the product layout and the cycle of the execution
of each algorithm, respectively) shows a comparison of the profitability and reveals the
best answer. Figure 6a shows the PrefixSpan and MBHS algorithms were better able to
determine the suitability or profit of the product layout than the other two algorithms. A
new multi-objective design was included to filter both the profit and closeness rating into
unique functions in the search space. In addition, the PrefixSpan and MBHS algorithm
showed the highest performance and enhance aspect in the other performance comparison.
Therefore, the PrefixSpan and MBHS in Figure 6b show that among the algorithms, the GA
and the SA were the most and least time-consuming, respectively. Regarding the number
of NP-hard, the number of profits of the product layout is the least time-consuming, grew
very rapidly even in the case of small-size products, and was unable to be solved when
the iteration increased to the MBHS algorithm when it included the PrefixSpan algorithm
to solve the initial set of the population in the heuristic search before reaching the search
space. Moreover, the time consumption was reduced compared to others. SA was the
worst-performing algorithm because the SA has the disadvantage of huge items, and the
algorithm can be across the best answer because GA and SA are an initial set of random
answers. Therefore, it can be concluded that the proposed multi-objective mutation-based
harmony search algorithm was the most efficient one of the tested algorithms.
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5. Conclusions and Future Work

We proposed the use of a PrefixSpan mining approach in conjunction with MBHS to
identify sequential patterns in customer purchase data. Our experimental results revealed
that the proposed method can rearrange product layouts by analyzing customers’ shopping
lists. This method was found to lead to increased profitability, higher total closeness ratings,
and more efficient execution times compared with those of the original product layout. The
proposed method was also found to be more effective than other comparable approaches
as well as to be suitable for multi-objective pattern optimization in supermarkets regarding
profit, closeness ratio, and consumer time efficiency. In future work, we will improve our
multi-objective functions by using machine learning and developing a heuristic mining
approach for the optimal solution.
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