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Abstract: Eye writing is a human–computer interaction tool that translates eye movements into
characters using automatic recognition by computers. Eye-written characters are similar in form
to handwritten ones, but their shapes are often distorted because of the biosignal’s instability or
user mistakes. Various conventional methods have been used to overcome these limitations and
recognize eye-written characters accurately, but difficulties have been reported as regards decreasing
the error rates. This paper proposes a method using a deep neural network with inception modules
and an ensemble structure. Preprocessing procedures, which are often used in conventional methods,
were minimized using the proposed method. The proposed method was validated in a writer-
independent manner using an open dataset of characters eye-written by 18 writers. The method
achieved a 97.78% accuracy, and the error rates were reduced by almost a half compared to those of
conventional methods, which indicates that the proposed model successfully learned eye-written
characters. Remarkably, the accuracy was achieved in a writer-independent manner, which suggests
that a deep neural network model trained using the proposed method is would be stable even for
new writers.

Keywords: artificial neural network; biosignal analysis; electrooculogram; eye-tracking;
human–computer interface; pattern recognition

1. Introduction

Keyboards, mice, and touchscreens represent the most popular input devices for
human–computer interaction (HCI) in recent decades, and they are useful for general
everyday purposes. Additionally, novel types of interfaces for computer systems have
been developed for specialized applications, such as education, medical care, arts, control-
ling robots, and games utilizing gestures [1], voices [2], pens [3], and other devices [4,5].
Biosignal processing is drawing attention to these novel interfaces because it enables di-
rect interactions between body movements and a computer. Directly interacting with
computers through biosignals could significantly improve user experience.

Biosignals used for HCI include electroencephalograms (EEG), electromyograms
(EMG), and electrooculograms (EOG) [6–8]. EOG are directly related to eye movements
and can thus be used for eye-tracking. Because of the difference in electric potentials be-
tween the retina and cornea of the eye, the potential increases where the cornea approaches
as the eye moves [9]. Eye movements can be measured using optical or infrared cam-
eras [10–13]. Camera-based methods have higher accuracy than EOG methods but suffer
from limitations such as their high cost, complicated setup, and inconsistent recognition
rates because of the variability in eyelid/eyelash movements among different individuals
and contrast differences depending on the surrounding environment [4].
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EOG-based eye tracking is relatively cheap and is not affected by lighting or the
physical condition of the eyelids. However, it is difficult to obtain clean data with this
method because various signals from the body are measured together with EOG, and
these are difficult to separate. Previous studies indicate that EOG-based eye-tracking often
attempts to estimate eye movements during a very short period (less than 1 s) with simple
and directional movements [14–18]. Yan et al. recognized a maximum of 24 patterns with
this approach [19]. They classified eye movement in 24 directions with an average accuracy
of 87.1%, but the performance was unstable, and the eyes needed to be turned up to 75◦,
which is unnatural and inconvenient.

Recently, the concept of eye writing was introduced to overcome the limitations of
conventional EOG-based methods. Eye writing involves moving the eyes such that the gaze
traces the form of a letter, which increases the amount of information transfer compared
to conventional EOG-based eye tracking. The degree of freedom is as high as the number
of letters we may write. Recent studies have shown that eye writing can be used to trace
Arabic numerals, English alphabets, and Japanese katakana characters [20,21].

To recognize eye-written characters, various pattern-recognition algorithms have been
proposed. Tsai et al. proposed a system for recognizing eye-written Arabic numerals and
four arithmetic symbols [22]. The system was developed using a heuristic algorithm and
achieved a 75.5% accuracy (believability). Fang et al. utilized a hidden Markov model
to recognize 12 patterns of Japanese katakana and achieved an 86.5% accuracy in writer-
independent validation [20]. Lee et al. utilized dynamic time warping (DTW) to achieve
an 87.38% accuracy for 36 patterns of numbers and English alphabets [21]. Chang et al.
showed that the accuracy could be increased by combining dynamic positional warping, a
modification of DTW, with a support vector machine (SVM) [23]. They achieved a 95.74%
accuracy for Arabic numbers, which was 3.33% points higher than when only DTW was
used for the same dataset.

Increasing the recognition accuracy is critical for eye writing when it is used as an
HCI tool. This paper proposes a method to increase the accuracy of the conventional
method using a deep neural network. The proposed method minimizes the preprocessing
procedures and automatically finds the features in convolutional network layers. Section 2
describes the datasets, preprocessing, and network structures of the proposed method, and
Section 3 presents the experimental results. Section 4 concludes the study and describes
future work.

2. Materials and Methods
2.1. Dataset

In this study, the dataset presented by Chang et al. [23] was used because it is one of
the few open datasets of eye-written characters. It contains eye-written Arabic numerals
collected from 18 participants (5 females and 13 males; mean age 23.5 ± 3.28). The majority
of participants (17 out of 18) had no experiences of eye-writing before the experiment.
The Arabic numeral patterns were specifically designed for eye writing to minimize user
difficulty and reduce similarity among the patterns (Figure 1). The participants moved
their eyes to follow the guide-patterns in Figure 1 during the experiment.

The data were recorded at a sampling rate of 2048 Hz, and they comprised EOG
signals at four locations around the eye (two on the left and right sides of the eyes, and
two above and below the right eye). All 18 participants were healthy and did not have any
eye diseases. The detailed experimental procedures can be found in [23].

The total number of eye-written characters was 540, with 10 Arabic numerals written
thrice by each participant. Figure 2 shows examples of eye-written characters in the dataset.
The shapes in Figure 2 are very different from the original pattern designs, because the
recording started when the participants look at the central point of a screen, and noises
and artifacts were included during the experiments. There were distortions caused by the
participants’ mistakes during the eye-writing.
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Figure 2. Eye-written characters [23].

2.2. Preprocessing

The data were preprocessed in four steps: (1) resampling, (2) eye-blink removal, (3) re-
sizing, and (4) normalization (Figure 3). First, the signal was resampled to 64 Hz because
high sampling rates are unnecessary for EOG analysis (the signal was originally recorded at
2048 Hz). Second, eye blinks in the signals were removed using the maximum summation
of the first derivative within a window (MSDW) [24]. The MSDW filter generates two
sequences: the filtered signal of emphasizing eye blinks and selected window-sizes (W) at
each data point. The MSDW filter utilizes a set of a simple filter (F), known as the SDW
(summation of the first derivative within a window). An SDW filter with a window size of
W is defined as follows:

FW(t) = S(t)− S(t−W), (1)

where S(t) is the t-th sample of the original signal and W is the width of the sliding window.
For every time t, the following steps are performed to obtain an MSDW output:
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(1) Calculate SDWs with different Ws, considering a typical eye blink range.
(2) Choose the maximum SDW at time t as the output of MSDW if it satisfies the condi-

tions below.

a. The numbers of local minima and maxima are the same within the range of
[t, t−W];

b. All the first derivatives from time t to t−W + 1 should be within S′(t−W + 1)
and S′(t), where S′(t) is the first derivatives at time t.

The ranges of the eye-blink region (R) were determined using the following equation:

R =
{[

T
(

Maxi−j
)
−WT(Maxi−j)

, T(Mini)
]}

, (2)

where Wt is the window-size at time t from MSDW filter output, and T(Maxi) and T(Mini)
are the time points of the ith local maximum and minimum, respectively [24]. The integer
value j is determined to maximize Maxi−j −Mini. The detected regions were removed
and interpolated using the beginning and end points of each range. Third, all the signals
were resized to have the same length because the eye-written characters were recorded in
varying time period from 1.69 to 23.51 s, and the use of convolutional layers require all
signals to have the same length. All the signals were resized to length L, where is the mean
of all signal lengths of raw data. Finally, the signals were normalized such that they were
within a 1 × 1 size box in 2D space, keeping the aspect ratio unchanged.

The preprocessing procedure in [23] was used after the following simplification: the
saccade detection and crosstalk removal were removed. This is because convolutional
networks can extract features by themselves, and additional feature extraction methods
often decrease the accuracy.

2.3. Deep Neural Network

A deep neural network model was proposed to train and recognize the eye-written
characters (Figure 4). The model was designed with an inception architecture inspired
by GoogLeNet [25]. The inception model was simplified from its original state because
complicated networks were easily overfitted as the data size was limited (only 540 eye-
written characters). As is shown in the figure, the network structure consists of four
convolution blocks, and two fully connected blocks, sequentially. A convolution block is
assembled with four convolutional layers in parallel, a concatenate layer, and a max-polling
layer. The kernel size of the four convolutional layers in a convolution block were set to
1, 3, 5, and 7, and the numbers of filters were set differently according to the position of
the block. The numbers of the filters at the first and second blocks were set to 8 and 16,
respectively; the numbers of the filters at the third and fourth blocks were set to 32. The
pooling and stride sizes were set to 3 for all the convolution block. The number of nodes at
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the first and second fully connected layers were set to 30 and 10, respectively, and a dropout
layer with the rate of 0.5 was attached before each fully connected layer. Parameters such
as filter size, number of filters, and dropout ratios were set experimentally.

Appl. Sci. 2021, 11, x FOR PEER REVIEW 5 of 11 
 

2.3. Deep Neural Network 
A deep neural network model was proposed to train and recognize the eye-written 

characters (Figure 4). The model was designed with an inception architecture inspired by 
GoogLeNet [25]. The inception model was simplified from its original state because com-
plicated networks were easily overfitted as the data size was limited (only 540 eye-written 
characters). As is shown in the figure, the network structure consists of four convolution 
blocks, and two fully connected blocks, sequentially. A convolution block is assembled 
with four convolutional layers in parallel, a concatenate layer, and a max-polling layer. 
The kernel size of the four convolutional layers in a convolution block were set to 1, 3, 5, 
and 7, and the numbers of filters were set differently according to the position of the block. 
The numbers of the filters at the first and second blocks were set to 8 and 16, respectively; 
the numbers of the filters at the third and fourth blocks were set to 32. The pooling and 
stride sizes were set to 3 for all the convolution block. The number of nodes at the first 
and second fully connected layers were set to 30 and 10, respectively, and a dropout layer 
with the rate of 0.5 was attached before each fully connected layer. Parameters such as 
filter size, number of filters, and dropout ratios were set experimentally. 

 
Figure 4. Proposed network structure. 

2.4. Ensemble Method 
The training results varied in every trial because of the randomness of deep neural 

networks. Therefore, we employed an ensemble method to reduce the uncertainty and 
improve the accuracy of the networks. We trained the networks 10 times using the same 
training data and obtained 10 models with different weights. In the testing/inferencing 
phase, 10 outputs were obtained from all the trained models when an eye-written charac-
ter was input. The final output was defined as the median of the 10 outputs. Because each 

Figure 4. Proposed network structure.

2.4. Ensemble Method

The training results varied in every trial because of the randomness of deep neural
networks. Therefore, we employed an ensemble method to reduce the uncertainty and
improve the accuracy of the networks. We trained the networks 10 times using the same
training data and obtained 10 models with different weights. In the testing/inferencing
phase, 10 outputs were obtained from all the trained models when an eye-written character
was input. The final output was defined as the median of the 10 outputs. Because each
output was a vector with a length of 10, the median operator was applied to the scalars at
the same positions. This mechanism is illustrated in Figure 5.
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2.5. Evaluation

The proposed method was evaluated in a writer-independent manner using a one-
subject leave-out validation approach. This enabled us to maximize the amount of training
data while completely separating the test data from the training data. We used the charac-
ters written by 17 writers as training data and those of the remaining one writer as the test
data. This was repeated 18 times such that all the writers’ characters were used as the test
data once.

The method was evaluated with recognition accuracies, precision, recall, and F1 score,
which were calculated as follows:

Accuracy = TP/P, (3)

Precision = TP/(TP + FP), (4)

Recall = TP/(TP + FN), (5)

F1 score = 2TP/(2TP + FP + FN), (6)

where P denotes the number of total characters, and TP (true positives) denotes the number
of correctly classified characters. The accuracy was utilized to evaluate overall classification
performance, and the other metrics were utilized to evaluate classification performance
for each character. FP (false positives) and FN (false negatives) were calculated for each
target letter group. FP was the number of characters in the other letter groups which were
classified as the target letter, and FN was the number of the characters in the target group
which were classified as other letter groups by the trained network.

The Adam optimizer was used with the AMSGrad option [26], and the learning rate
was set to 0.001. The training was repeated for over 200 epochs with a batch size of 128.
The learning rate and number of epochs were derived experimentally using data from all
the writers. This does not mean that we optimized the parameters, but we found that the
accuracy was stable with the parameters after a number of trials.

3. Results

The proposed method achieved a 97.78% accuracy for 10 Arabic numbers in the
writer-independent validation, showing 12 errors among 540 characters. Table 1 compares
the results of the proposed method and the conventional methods in the literature. This
indicates that the proposed method increased the accuracy by employing a deep neural
network, reducing the error rates by approximately half, from 4.26% as reported in [23] to
2.22%. We can directly compare the results because the same dataset was used in [23] and
in this study.

It is difficult to compare the current results to those of previous studies other than [23]
because of the different experimental conditions. Instead of a direct comparison, we
indirectly compared the results using the accuracy differences between the DTW and deep
neural network (DNN) with the dataset from [23] because DTW was also used in previous
studies. Notably, the error rates dropped significantly from 7.59% to 2.22% after employing
DNN by the proposed method. Although the number of patterns in [20,21] were larger
compared to those in our datasets, the accuracy also increased when we employed DNN
instead of DTW.

It is remarkable that the proposed method achieved higher accuracies than the pre-
vious methods in a writer-independent manner. The network was trained from the data
from 17 writers and tested with the data from an unknown writer, which means that a
similar accuracy was expected when a new writer’s data were tested with the pretrained
model. This proves the results to be trustworthy because the training and test dataset
were independent of each other. Deep neural networks are commonly trained with a
large amount of training data, which implies that the accuracy could be improved with a
bigger dataset.
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Table 1. Recognition accuracies of eye-written characters with different methods.

Method Character Set
(Number of Patterns)

Number of
Participants

Writer-Dependent/
Independent

Accuracies
(Metrics)

Heuristic [22] Arabic numbers, arithmetic symbols
(14) 11 Independent 75.5 (believability)

DTW [21] English alphabets
(26) 20 Dependent 87.38% (F1score)

HMM [20]

Japanese katakana
(12)

6
Independent

86.5% (F1 score)

DTW [20] 77.6% (F1score)

DNN-HMM [20]
Dependent

93.8% (accuracy)

GMM-HMM [20] 93.5% (accuracy)

DTW [23]

Arabic numbers
(10) 18 Independent

92.41% (accuracy)

DPW [23] 94.07% (accuracy)

DTW-SVM [23] 94.08% (accuracy)

DPW-SVM [23] 95.74% (accuracy)

DNN (proposed) Arabic numbers
(10) 18 Independent 97.78% (accuracy)

Table 2 and Figure 6 show the accuracy of the proposed method for each character.
Number 2 shows the lowest F1 score of 95.41%, and numbers 0, 3, 5, and 6 show accuracies
of over 99.0%. The errors are not concentrated in a certain pair of characters, but they are
distributed broadly over the confusion matrix.
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Figure 7 shows an entire list of misrecognized characters. Many of the misrecognized
characters had additional eye movements (a, b, h, i, j, k) or long-term fixations (c, d, e, j, k)
at certain points in the middle. Some characters were written differently to their references
and had distorted shapes (d, i, k).
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Table 2. Accuracies of the proposed method over characters.

Precision Recall F1score

0 100.00 98.15 99.07

1 98.11 96.30 97.20

2 94.55 96.30 95.41

3 100.00 98.15 99.07

4 96.43 100.00 98.18

5 100.00 98.15 99.07

6 98.18 100.00 99.08

7 98.08 94.44 96.23

8 94.64 98.15 96.36

9 98.15 98.15 98.15

Table 3 summarizes the recognition accuracies of the participants with different classi-
fiers. Evidently, the proposed method improved the accuracy for most of the participants.
There were two cases in which the accuracy decreased: participant #10 (Figure 7c–e) and
#17 (Figure 7i,j). The errors were because of the long-term fixation of the eyes during eye
writing, as shown in Figure 7.
Table 3. Recognition accuracy for each participant with different classifiers.

Participant Number DPW + SVM [23] DPW [23] DTW + SVM [23] DTW [23] Proposed

1 96.67 93.33 96.67 96.67 100.00
2 83.33 90.00 83.33 83.33 93.33
3 90.00 100.00 86.67 93.33 100.00
4 96.67 93.33 86.67 96.67 100.00
5 100.00 100.00 100.00 100.00 100.00
6 100.00 100.00 100.00 93.33 100.00
7 100.00 96.67 90.00 86.67 100.00
8 100.00 93.33 100.00 96.67 100.00
9 100.00 96.67 96.67 96.67 100.00

10 93.33 96.67 96.67 96.67 90.00
11 96.67 93.33 96.67 96.67 100.00
12 96.67 90.00 100.00 93.33 100.00
13 96.67 93.33 90.00 93.33 93.33
14 96.67 90.00 93.33 86.67 96.67
15 100.00 100.00 96.67 100.00 100.00
16 96.67 90.00 90.00 83.33 100.00
17 93.33 90.00 96.67 80.00 93.33
18 86.67 86.67 93.33 90.00 96.67

Avg 95.74 94.07 94.08 92.41 97.96
SD 4.83 4.21 5.18 6.03 3.26

It is evident that the accuracy increased through the trials (Table 4). There were
eight errors in the first trial for all participants but only two in the second and third trials.
This shows that the participants were accustomed to the eye-writing process after a short
practice, which is beneficial for an HCI tool.

Table 4. Number of errors and accuracies through the trials.

Trials 1 2 3

Number of errors 8 2 2

Accuracies 95.56 98.89 98.89
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4. Conclusions

This paper proposed a method with a deep neural network model and ensemble
structure to recognize eye-written characters for eye-based HCI. The proposed method
achieved a 97.78% accuracy for Arabic numerals eye-written by 18 healthy participants,
which reduced the error rates to approximately half that of the conventional methods.
The performance of the proposed method could be effective for new users outside of our
dataset because the validation was conducted in a writer-independent manner. Similarly,
the accuracy is expected to increase if additional data are used to train the network.

One of the limitations of this study is that the proposed method was validated with
a single dataset of Arabic numbers only. In future work, the proposed method should
be validated with different datasets such as English alphabets and other complicated
characters such as Japanese and Korean characters. An automatic triggering system for eye
writing is another potential research topic for eye-based HCI.
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