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Featured Application: An improved YOLOv4 algorithm for PCB surface defect detection can
achieve higher detection accuracy and faster detection speed with lower memory consumption
and fewer multiply–accumulate operations compared with the cutting-edge YOLOv4.

Abstract: Surface defect detection for printed circuit board (PCB) is indispensable for managing
PCB production quality. However, automatic detection of PCB surface defects is still a challenging
task because, even within the same category of surface defect, defects present great differences in
morphology and pattern. Although many computer vision-based detectors have been established to
handle these problems, current detectors struggle to achieve high detection accuracy, fast detection
speed and low memory consumption simultaneously. To address those issues, we propose a cost-
effective deep learning (DL)-based detector based on the cutting-edge YOLOv4 to detect PCB surface
defect quickly and efficiently. The YOLOv4 is improved upon with respect to its backbone network
and the activation function in its neck/prediction network. The improved YOLOv4 is evaluated
with a customized dataset, collected from a PCB factory. The experimental results show that the
improved detector achieved a high performance, scoring 98.64% on mean average precision (mAP) at
56.98 frames per second (FPS), outperforming the other compared SOTA detectors. Furthermore,
the improved YOLOv4 reduced the parameter space of YOLOv4 from 63.96 M to 39.59 M and the
number of multiply-accumulate operations (Madds) from 59.75 G to 26.15 G.

Keywords: printed circuit board; surface defect detection; YOLOv4; MobileNetV3

1. Introduction

Printed circuit board (PCB) surface defects are local areas of surface that do not meet
design or manufacturing requirements. However, PCBs’ surface defects not only affect
their aesthetics but also their performances and functionalities. Therefore, surface defect
detection is indispensable in managing PCB production quality. In modern factories, basic
electric tests, such as manual visual inspection, are still commonly used [1]. However,
manual detection relies heavily on many experienced inspectors exercising extensive con-
centration under strong illumination, while electric tests, as a contact-detection technique,
may themselves cause defects in the board. Therefore, more attention is being paid to
non-contact automated optical inspection (AOI), and practice indicates that it has greatly
improved detection accuracy and efficiency [2].

As the core of AOI software, detection algorithms can be divided into traditional
detectors and deep learning (DL)-based detectors according to their feature extraction
methodology. Traditional detectors utilize traditional machine learning methods, an image-
processing approach and prior knowledge to extract low-level defect feature. Wang et al. [3]
extracted the center, aperture, roundness and area of holes as features, and compared the
feature information between testing images and standard images to detect the defects in
PCB holes. Gaidhane et al. [4] utilized companion matrices of testing images and standard
images to construct a symmetrical matrix and adopted its rank as a similarity metric to
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determine the defects detected on PCB boards. Eun et al. [5] combined the speeded-up
robust features and random forest algorithms to extract PCB fault patterns and drew a
weighted kernel density estimation map for defect detection based on probability values.
Fonseka et al. [6] integrated color transformation, graph-cut based segmentation and k-
means color clustering to detect solder bridging, solder voids and excess solder. Liu et al. [7]
used the mathematical morphology method to obtain standard images, and then an image
aberration detection algorithm was introduced to detect PCB defects. These traditional
detectors highly rely on prior knowledge to determine previously seen features, or to store
a large number of standard images and then precisely align testing images to them for
element matching. Therefore, traditional detectors are not conducive to generalization
between different application scenarios.

A DL-based detector utilizes a convolutional neural network (CNN) to extract and
defect features and learn inherent patterns of defects, automatically, without standard
images or manual design rules [8,9], which greatly improves detection accuracy, efficiency
and model generalization. DL-based detectors can be roughly divided into two categories,
two-stage detectors and one-stage detectors. Two-stage detectors divide the training
process into candidate boxes (region proposals), where extraction and feature classification
are based on region proposals over two steps. R-CNN [10], Fast R-CNN [11] and Faster
RCNN [12] are classical two-stage detectors. These models can achieve high detection
accuracies and precisions of location but are trapped by their detection speeds. One-stage
detectors directly regress bounding boxes and probabilities for each object in an input
image, simultaneously, without region proposals. YOLO series models (YOLO, YOLOv2,
YOLOv3, YOLOv4) are widely used one-stage detectors [13]. These detectors can speed up
detection but suffer from a drop in accuracy.

Both one-stage and two-stage DL-based detectors are constituted by backbone, neck
and prediction networks (also called a head network), and improvements for the three
networks are continuously emerging for better matching within different application
scenarios [8]. DL-based detectors, in surface defect detection, have attracted much attention
in recent years. Many improved YOLO and R-CNN detectors [14–16] have been developed
for surface defect detection with the available labeled surface defect datasets in the industry,
such as from steel, metro tunnel and commutator train production. Many studies and
practitioners have also introduced this mechanism into PCB defect detection.

Ding et al. [17] developed a tiny defect detection network (TDD-Net) based on fast-
RCNN for PCB defect detection and employed an online example of a hard mining tech-
nique in their training phase to alleviate the adverse effects of small datasets and sample
imbalance. Hu et al. [18] improved the two-stage Faster RCNN for PCB defect detection.
First, they replaced the backbone and neck network of Faster RCNN with ResNet50 and
feature pyramid networks (FPN) respectively. Second, they introduced a guided anchor
region proposal network as a substitute of the original region proposal network for better
anchor generation. Additionally, the residual module of ShuffleNetV2 was adopted in their
backbone to reduce the model parameter and operation. Dai et al. [1] employed YOLO
to locate hundreds of small and dense solder joints automatically in PCB images before
defect detection. Zhang et al. [19] combined a dual attention mechanism and Path Aggre-
gation Feature Pyramid Network in MobileNetV2 to build PCB defect detector. The above
DL-based models exhibited high detection accuracy but suffered from a large number
of parameters and high computational cost. Meanwhile, inter-class diversity of surface
defect was not considered in these studies, whereas the same category of detected defect
possesses great difference in their morphologies and patterns in practice. Collecting real
defect samples from PCB production factory, and establishing detectors with high detection
accuracy, fast detection speed, low memory consumption and low multiply-accumulate
operations (Maccs or Madds) is a promising tendency.

To solve the above-mentioned problems, this study proposes a cost-effective DL-
based detector called as YOLOv4-MN3 based on cutting-edge YOLOv4 and MobileNetV3
lightweight network. First, we design a PCB image acquisition device. Then, surface defect
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images are collected into a dataset with 2008 samples, in which were contained bumpy
or broken line, clutter, scratch, line repair damage, hole loss and over oil-filling—the six
categories of the most common defects. Second, we utilize the MobileNetV3 lightweight
network with small number of parameters and lower Madds, replacing CSPDarknet53 as
the backbone network. Third, the influence of different activation functions in the neck and
prediction networks are tested and compared, for which the Mish activation function is
selected. The experimental results show that the proposed YOLOv4-MN3 for PCB surface
defect detection achieves a higher detection accuracy, faster detection speed and lower
Madds compared to SOTA detectors.

The contents of this paper are organized as follows. Section 2 presents the work-
flow of the proposed detection approach and the architecture of the proposed detector
YOLOv4-MN3. Section 3 introduces the building of a customized dataset, which includes a
surface defect image acquisition device, defect image collection, data augmentation and la-
beling. Section 4 gives the training and detection results with comprehensive comparisons.
Section 5 contains our conclusions.

2. Methodology
2.1. Framework of the Methodology

The proposed YOLOv4-MN3 for PCB surface defect detection is established based
on a cutting edge one-stage detector, YOLOv4, and it consists of dataset building, model
training and performance evaluation in three steps, as described in Figure 1. First, all
the PCB defect images are collected by a specially designed image acquisition device,
after which the augmentation and annotation labeling are conducted. Then, YOLOv4
is modified and trained based on a customized dataset. Finally, the performance of the
proposed YOLOv4-MN3 and other SOTA detectors are evaluated and compared.
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Figure 1. Framework of the proposed methodology.

Dataset building: The PCB surface defect images were collected by an image acquisi-
tion device specially designed and manually labeled by the program labelImg to generate
training and image-defect testing datasets with corresponding annotation files.

Model training: Bumps, broken lines, clutter, scratched, line repair damage, hole losses
and over oil-filling, the six categories of the most common surface defects, were selected for
the training. The original backbone network CSPDarknet53 of YOLOv4 was replaced by
VGG16, Resnet50, Darknet53, MobileNetV2 and MobileNetV3 for the purposes of selecting
an appropriate backbone that could decrease memory consumption and computational cost.
To better fit to customized defect dataset, the activation functions of the neck and prediction
networks in YOLOv4 were replaced with five different activation functions; thus, six
different YOLOv4-MN3 detectors were constructed. Finally, fifteen detectors, including ten
backbone or activation function-modified YOLOv4 detectors—original YOLOv4, YOLOv3,
Faster RCNN, Retinanet and SDD—were trained with PyTorch.
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Performance evaluation: The average precision (AP), mean average precision (mAP)
and F1 score were adopted as metrics of detection accuracy, and frames per second (FPS)
as a speed metric. The models’ parameters (Params) and Madds were collected to evaluate
model complexity.

2.2. Proposed YOLOv4-MN3

YOLOv4 [20], as one of the cutting-edging one stage DL-based models for object
detection, makes many improvements on YOLOv3 [21], including its network architecture,
activation function, loss function etc., and integrates many training tricks. The framework
of YOLOv4 can also been divided into its backbone, neck and prediction networks. In
YOLOv4, a cross-stage partial darknet53 network (CSPDarknet53) is used in the backbone
to extract features from the input images. Spatial pyramid pooling (SPP) [22] and path
aggregation networks (PANet) [23] were employed as the neck networks to generate a
feature pyramid. SPP + PANet, in neck networks, fuse low-level spatial features with accu-
rate location information and high-level semantic features with high semantic information
bi-directionally [20]. The prediction network applies anchor boxes to multiscale feature
maps of neck network to generate detection boxes.

2.2.1. YOLOv4-MN3 Architecture

YOLOv4 employs the cross-stage partial network (CSPNet) in Darknet53 to construct
a CSPDarknet53 backbone. CSPNet partitions the feature map of the input layer into
two parts and then merges them through the proposed cross-stage hierarchy for the
purpose of enriching gradient combination [24]. However, CSPDarknet53 suffers from high
memory consumption, with 29 convolution layers and 27.6 million parameters. Replacing
CSPDarknet53 by a lightweight model with fewer parameters while preserving its detection
accuracy is a worthy attempt.

For this study, a cost-effective detector YOLOv4-MN3 was developed, in which the
CSPDarknet53 in YOLOv4 was replaced by the lightweight network MobileNetV3. Mo-
bileNetV3 utilizes depthwise separable convolution to construct feature maps for each
layer. The main convolution process is composed of two parts, as given in Figure 2. The
first part is depthwise convolution, and it introduces a filter for each input channel and
conducts convolutions for each pair of filter and feature map separately. Its second part
is pointwise convolution, and it convolutes a 1 × 1 filter to channels output from the
depthwise convolution for the purposes of increasing or decreasing the depth of a feature
map. If the convolution input and output are 16 and 32, respectively and the filter size is
3 × 3, then the parameters of standard convolution and depth separable convolution are
16 × 32 × 3 × 3 = 4608, 16 × 3 × 3 + 32 × 16 × 1 × 1 = 656 respectively, which indicates
that depthwise separable convolution can successfully minimize the number of parameters.
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In order to improve the detection accuracy, MobileNetV3 introduces the squeeze and
excitation attention module into the bottleneck of MobileNetV2, the basic unit (Bneck) of
MobileNetV3, given in Figure 3. Meanwhile, MobileNetV3 modifies the Swish activation
function to improve detection accuracy. Experimental results verify the effectiveness and
superiority of MobileNetV3 because it can achieve high detection speed and accuracy
simultaneously [25]. The MobileNetV3 has MobileNetv3-Small and MobileNetV3-Large—
two versions, used according to the depth of its layers. MobileNetV3-Large is employed in
YOLOv4-MN3 for a balance of accuracy and speed, based on some initial experimentation.
The architecture of YOLOv4-MN3 is given in Figure 4, and only the first 15 Bnecks of
MobileNetV3-Large are used to extract three different (52 × 52, 26 × 26, 13 × 13) spatial
resolution feature maps, which are directly matched to the input size of the YOLOv4 neck
network.
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2.2.2. Activation Functions

It is worth noting that few studies use YOLOv4 to detect PCB surface defect and
discuss the influence of different activation functions. Previous research and initial training
experiments [26] have shown that activation functions with different properties influence
detection performance. Therefore, we analyze the characteristics of different activation
functions and conduct comparison experiments between them to select most suitable one
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according to their training and detection performances on the customized dataset. Since
MobileNetV3 has optimized its activation function, this study only selects the activation
function for the neck/prediction network.

Neural network’ activation functions greatly influence their customized training
convergence procedures because of their derivative, monotonicity properties, among
others [27]. The selection of activation functions that perform will in training converging
and detection accuracy is an essential step for model establishment [28]. Therefore, the
sigmoid, tan hyperbolic (Tanh), rectified linear unit (ReLU), leaky ReLU, Swish, and Mish
activation functions were implemented and configured for the training files, based on our
customized dataset, to optimize the selection of an activation function.

Figure 5 and Table 1 show the plots and expressions of the six activation functions,
respectively. Sigmoid and Tanh, as traditional sigmoid-like units, have dominated neural
network practice for several decades. However, they are computationally expensive, and
easily lead to gradient vanishing during training. The activation functions of ReLU and
Leaky ReLU are widely used in deep CNN. ReLU and Leaky ReLU are not symmetric
functions and are unlike the symmetric functions of Tanh and Sigmoid. Thus, they can deal
with the problem of gradient vanishing and can update weights continuously during their
entire training processes [29,30]. Leaky ReLU introduces an alpha parameter to ensure the
gradient of each node would not be zero during the propagation process so that the training
loss is easily be trapped into local optima. Swish is a non-monotonic and smooth activation
function [31], in which the non-monotonicity property is designed to handle gradient
vanishing, while its smoothness is beneficial for model generation and optimization.
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Table 1. Expression of different activation functions.

Activation Function Expression Activation Function Expression

Sigmoid f(x) = 1/(1+1 + e−x) Tanh f(x) =
(
ex − e−x)/(ex + e−x)

ReLU f(x) = max(0, x) Leaky ReLU f(x) = max(αx, x)
Swish f(x) = x × 1/

(
1 + e−x) Mish f(x) = x × tanh(ln(1 + ex))

Similar to Swish, Mish is a non-monotonic and smooth function with a range of
[≈−0.31,∞). Mish outperforms other activation functions in many DL-based detectors
across challenging datasets, and we can easily define a Mish activation layer in any standard
DL framework for its implementation [26].
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2.2.3. Loss Function

The loss function of YOLOv4 includes three parts, confidence, classification, and
bounding box regression loss. YOLOv4 employs a novel complete-intersection over union
(IoU) loss (CIoU), replacing the mean–squared–error loss adopted in YOLOv3 with bound-
ing box regression loss [20]. CIoU takes the overlap area, center point distance and aspect
ratio into consideration simultaneously, improving detection speed and accuracy. CIoU
introduces a penalty item αv on the basis of distance-IoU loss to impose a consistency of
aspect ratio for the ground truth bounding box (bbgt) and the prediction bounding box (bb).
CIoU loss can be defined as in Equation (1)

LossCIoU = 1 − (IoU − ρ2(b,bgt)
c2 − αv)

α = v
1−IoU+v , v = 4

π2 (arctan wgt

hgt − arctan w
h )

2 (1)

where b, bgt are the centers of bb, bbgt respectively, ρ(·) denotes Euclidean distance, c
represents the diagonal length of the smallest enclosing rectangle covering bb, bbgt and α is
a positive trade-off value, v means the consistency of aspect ratio. w,wgt are the widths of
bb, bbgt respectively. h, hgt are the heights of bb, bbgt, respectively.

3. Dataset Building
3.1. Image Acquisition Device

A specially designed image acquisition device is depicted in Figure 6, and it consists
of an auxiliary module, an illumination module and an image acquisition module. The
auxiliary module provides a physical framework for the installation of the illumination and
image acquisition modules, and is composed of a dark box (a), motion control parts (b) and
a movable loading platform (c). The illumination module (d) provides suitable lights for
the camera’s image acquisition module to take photographs. The image acquisition module
(e) is responsible for collecting PCB images and connects to a computer for image storage
and preparation, and consists of a camera support framework, Hikvision MV-CE120-10GC
industrial camera with 12 million pixels and an external computer. The camera captures
PCB images sequentially under the stable light source provided by the illumination module.
The maximum field of view is 120 mm × 90 mm, and multi-point shooting was used for
PCB s larger than this size, in which the camera is moved by motion control components to
locate its position for each shooting.
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3.2. Defect Images Collection

The original 2008 surface defect images, with one surface defect in each, were collected
from a PCB production factory in Guangzhou, China, with the device given in Figure 6, and
the size of each defect image was 4024 × 3036 pixels. Six categories of defects, including
bumpy or broken line, clutter, scratch, line repair damage, hole loss and over oil-filling,
were selected, as these six categories of defect account for more than 80% of surface defects
in PCB factories, according to historical statistical data. The instances of each category are
given in Figure 7. Each type of surface defect possesses several different morphologies and
patterns. As shown in Figure 8, there are five typical morphologies of bumpy or broken
lines.
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3.3. Data Augmentation and Labeling

Data augmentation can improve the sample diversity and enhance model generaliza-
tion. It has been widely used in DL-based model development, especially for industrial
applications for which it is difficult to obtain large, labeled samples [27]. Random rotation,
cropping, translation, horizontal and vertical flipping, luminance balance, etc. are the
commonly used data augmentation techniques. Random clipping, image rotation and
luminance changes were conducted to augment the original images in this study. Random
clipping crops the image randomly, with a mouse click positioned as the operation’s center,
to get different sizes of image. Rotation augmentation rotates the image at 90◦, 180◦ and
270◦ angles, such that four different angles of the same defect can be obtained. Luminance
changes specify brightness values, adjusting the brightness of the original image. Rotation
and randomly clipping images aid detection performance and the robustness of improve-
ment. Luminance changes simulate the deviating brightness of different environmental
lighting and improves models’ adaptability to different lighting [32]. Some instances of
these augmentations are given in Figure 9.
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Taking the original high-resolution images as input is conducive to improving detec-
tion accuracy. However, large input sizes greatly increase model burden and computing
resources. Therefore, all images of the 3018 × 4096-pixels dataset were resized to 416 × 416
pixels in this study. The data augmentation was performed in Python and 19,029 images
were obtained, and the number of images belonging to each category of defect are given in
Table 2.
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Table 2. PCB surface defect dataset.

Defect Category Original Images Augmented Images

bumpy or broken line 345 3090
clutter 332 3458
scratch 443 3463

line repair damage 298 2816
Hole loss 263 3132

over oil-filling 327 3070

Each of the 19,029 defect images were manually marked with a rectangle and labelled
with their category. The annotated images mark the baseline truth for each defect, and
they can be utilized to evaluate the training loss of IoU when combined with the predicted
bounding box. The surface defect in each image was labeled by the program LabelImg and
stored in PASCAL VOC format. Finally, we randomly split the dataset into training and
testing sets, which included 90% and 10% of the images, respectively.

4. Experiment

We conduct three experiments based on the customized PCB dataset to validate the
proposed YOLOv4-MN3 in this section. First, the accuracy, parameters, operators and
detection-speed performance of different backbone networks are compared for the selection
of MobileNetV3. Second, the accuracy performances of different activation functions
in the neck/prediction network are compared to facilitate Mish selection. Third, the
performance of YOLOv4-MN3 is compared with Faster R-CNN, RetinaNet, SSD, YOLOv3
and YOLOv4 to verify the superiority of the proposed approach. We use the deep learning
framework PyTorch1.7 to implement YOLOv4-MN3 and all the compared SOTA models.
The experimental environment was ubuntu18.04, CUDA11.0, CUDNN8.0.5 and an NVIDIA
GeForce RTX 3080.

4.1. Evaluation Metrics

AP, mAP, and F1 score are taken to evaluate the detection accuracy, and they can be
defined as follows:

AP =
∫ 1

0
P(R)dR (2)

mAP =
∑C

i=1 APi

C
(3)

F1 = 2 × P × R
P + R

(4)

where P(R) is the precision of a class when recall is R and C is the number of all categories
in the image dataset. Recall and precision can be defined as follows:

R =
TP

TP + FN
(5)

P =
TP

TP + FP
(6)

where TP, FN and FP refer to true positive, false negative and false positive respectively.
The prediction anchor box will be categorized into true positive (TP) if the IoU is greater
than or equal to a pre-setting threshold T, and it is set as 0.5 in this study.

The number of model parameters (Params), Madds are used to quantitatively evaluate
the computational burden of model [25]. And FPS is used to evaluate the detection speed.
The higher mAP, F1 score and FPS but lower Params and Madds, the better the detector.
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4.2. Training Details for YOLOv4-MN3

Pre-training on large, natural-image datasets is a common strategy for DL-based
detector training. Therefore, we pre-trained the proposed YOLOv4-MN3 on VOC2007 first.
Then, the model training is split into two stages. In the first stage, pre-trained parameters
are taken as the initial weights and the weights of the backbone network are frozen, then
the parameters of the neck and head networks are trained and optimized. In the second
stage, all the parameters are trained based on the first stage network weights. An Adam
optimizer is employed to update the parameters with a weight decay of 5 × 10−4. A
total of 100 epochs are performed in the model training, and both first and second stage
last 50 epochs. The memory occupancy of the first stage is smaller than the second stage
because of the pre-training. Accordingly, the batch sizes were set to eight and two for
the two training stages, respectively, and their learning rates were set to 0.001 and 0.0001,
respectively.

Optimizing for anchor size that can match well with the size of detected defect
facilitates the model’s achieving better detection performance. The default anchor size
of YOLOv4 is generated based on natural image objects that were not optimized for PCB
surface defect detection. Therefore, K-means is employed to cluster and reset the anchor
size based on the labeled data to better match the size of defect. Nine anchor boxes of
sizes (26,23), (38,38), (52,48), (60,69), (94,83), (116,131), (140,41), (157,284), (239,149) were
obtained after clustering. Different three-scale prediction output layers are employed to
detect defects of different scales in YOLOv4-MN3. The three smallest anchor boxes were
allocated to the 52 × 52 prediction output layers, the three middle-sized anchor boxes were
assigned to 26 × 26 prediction output layers, and the 13 × 13 prediction output layers used
the three largest anchor boxes.

4.3. Impacts of Different Backbone Networks

The CSPDarknet53 backbone network in the original YOLOv4 suffers from a large
number of parameters and a huge computational burden. We tried replacing it with
lightweight networks; however, not without a loss of detection performance. Six backbone
networks—VGG16, Resnet50, Darknet53 (backbone network of YOLOv3), CSPDarknet53
(backbone network of YOLOv4), MobileNetV2 and MobileNetV3—were selected and
comparison experiments were conducted to verify their impact on YOLOv4. VGG16 and
Resnet50 are commonly used backbone networks, while Darknet53 and CSPDarknet53 are
the SOTA backbone networks for one-stage detectors. The low-power and low-latency of
parameterized MobileNet is commonly used for small models [33]. The comparison results
are given in Table 3 according to the evaluation metrics given in Section 4.1.

Table 3. Performance of different backbone network.

Backbone Network mAP (%) F1 (%) Params (M) Madds (G) FPS

VGG16 96.00 93.17 51.80 206.03 55.58
Resnet50 95.10 90.67 61.54 53.98 56.74

Darknet53 95.61 93.00 77.93 74.24 54.93
CSPDarknet53 96.49 95.17 63.96 59.75 51.64
MobileNetV2 94.95 91.33 38.66 26.71 56.99
MobileNetV3 97.26 95.83 39.59 26.15 57.12

It can be seen that MobileNetV3 obtained the highest mAP among all backbone
networks. Compared with VGG16, Resnet50, Darknet53, CSPDarknet53, and MobileNetV2,
the value of mAP obtained by MobileNetV3 improves by 1.26%, 2.16%, 1.65%, 0.77% and
2.31% respectively. Meanwhile, MobileNetV3 achieved the highest F1 score among the
six backbone networks with 2.66%, 5.16%, 2.83%, 0.66% and 4.50% greater improvement
over VGG16, Resnet50, Darknet53, CSPDarknet53, and MobileNetV2 respectively. The
results of the mAP and F1 score presented in Table 3 indicate that MobileNetV3 outperforms
other compared backbone networks in prediction accuracy. Comparing the results from
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Params and Madds shows that MobileNetV3 greatly simplified the backbone network,
requiring only 76.43%, 64.33%, 50.80% and 61.90% of the model parameters used by
VGG16, Resnet50, Darknet53 and CSPDarknet53, respectively, and it achieved the lowest
Madds among these networks as well. The results also show that MobileNetV3 exhibited
no significant difference between either MobileNetV2 or MobileNetV3 with respect to
Params and Madds. The FPS comparison indicated that MobileNetV3 achieved the highest
detection speed, with 57.12 FPS. Notably, the Madds of MobileNetV3 reduced by 33.60 G,
whereas its FPS increased by 5.48 as compared with CSPDarknet53 in the original YOLOv4.
In summary, MobileNetV3 achieved the highest detection accuracy, low model parameters,
lowest Madds and fastest detection speed, making it distinctly advantageous for detection.

4.4. Impacts of Different Activation Functions

Popular activation functions in neck and prediction networks, including Sigmoid,
Tanh, ReLU, Leaky ReLU, Swish, and Mish were implemented and experimentally com-
pared based on the customized dataset. The detection performance of the six activation
functions is shown in Figure 10 and Table 4. In Figure 10a, the training losses of Sigmoid
and Tanh are higher than other four activation functions at the first 50 epochs, and they
tend to stop converging at the end of the first training stage. However, the training losses
of all activation functions decreased again, at the 51st epoch, when all the parameters were
unfrozen at the second training stage. Since the training losses were close to each other
in the second stage, we selected the training loss from epoch 51–100, given in Figure 10b,
to amplify the loss difference between different activation functions clearly. The detailed
comparison result given in Figure 10b shows that Mish obtained the lowest training loss,
which indicates it had the best training result, generally. It can be roughly concluded that
Mish outperformed the other activation functions.
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As shown in Table 4, the detection performance varies for different activation func-
tions. Mish’s activation function obtained the best mAP value, of 98.64%, a 2.95%, 2.02%,
1.62%, 1.38% and 1.36% increase over Sigmoid, Tanh, ReLU, Leaky ReLU and Swish,
respectively. Meanwhile, Mish achieved the highest F1 score, with a 1.5–3.3% increase
as compared with the other five activation functions. The AP value obtained by Mish
outperformed the compared activation functions in the surface defect categories bumpy
or broken line, scratch and line repair damage, and showed only slight inferiority to the
best of the five activation functions for the defects of clutter and hole loss. One interesting
finding is that the detection accuracy for scratches was worse than other defects for all
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activation functions. The reason may be that the color of the scratches was similar to their
backgrounds, and they are characteristically tiny lines occupying a small number of pixels
relative to the overall board, which is not conducive to distinguishing them from their
backgrounds. Meanwhile, the diversity of scratch patterns and scales may have hindered
the detection performance. However, Mish still achieved 94.20% AP and exhibited obvious
superiority over the compared activation functions, which further shows that it is suitable
for improving detection accuracy.

Table 4. Performance of different activation functions on YOLOv4-MN3.

Activation
Function

AP (%)

mAP (%) F1 (%)Bumpy or
Broken Line Clutter Scratch Line Repair

Damage Hole Loss Over
Oil-Filling

Sigmoid 98.12 96.80 87.18 97.44 95.64 98.95 95.69 94.50
Tanh 98.56 95.94 88.33 98.43 99.15 99.32 96.62 95.67
ReLU 98.89 99.41 88.53 96.35 98.95 99.99 97.02 95.75

Leaky ReLU 99.10 98.98 90.92 95.73 99.51 99.32 97.26 95.83
Swish 99.66 98.41 86.80 98.87 99.91 100.00 97.28 96.33
Mish 100.00 98.69 94.20 99.36 99.61 100.00 98.64 97.83

4.5. Comparison of Different Detectors

The detection accuracy, speed and model complexity of YOLOv4-MN3 were tested
and compared with the other five SOTA detectors, Faster RCNN, RetinaNet, SSD, YOLOv3,
and original YOLOv4. The experimental results of the different indicators are illustrated in
Figure 11. It can be seen that the proposed YOLOv4-MN3 achieve the highest detection
accuracy, with a 98.64% mAP value, which is 5.69%, 4.58%, 3.28%, 1.14% and 2.15% supe-
rior to Faster-RCNN, RetinaNet, SSD, YOLOv3 and YOLOv4, respectively. Meanwhile,
YOLOv4-MN3 outperformed the other five compared models in F1, at 20.66%, 14.00%,
10.66%, 2.33% and 2.66% higher than Faster-RCNN, RetinaNet, SSD, YOLOv3 and YOLOv4
respectively. In terms of model complexity, YOLOv4-MN3 greatly reduced its parameters
and Madds. The number of Params needed by YOLOv4-MN3 reduced by 28.94%, 64.32%
and 61.90% those of Faster RCNN, YOLOv3 and YOLOv4, respectively, and the Madds of
YOLOv4-MN3 was 90.45 G, 39.29 G and 33.60 G lower than of Faster RCNN, YOLOv3 and
YOLOv4, respectively. The reason for this is that MobileNetV3 uses depthwise separable
convolution, replacing the standard convolution, allowing the convolution weights and
operations to be reduced greatly. In addition, RetinaNet and SSD had small numbers of
parameters but large Madds. The reason for this is that the number of parameters indicates
the space complexity or storage consumption, and Madds is the metric of time complexity.
Detectors with small Params cannot ensure lower Madds or higher detection speed, and vice
versa. For example, the activation function and pooling operations increased Madds while
Params remained unchanged. Meanwhile, we can see that the Madds of YOLOv4-MN3
is 43.72 G and 90.26 G lower than RetinaNet and SSD, although with a slight increase
in parameters. YOLOv4-MN3 also had significant advantage in detection speed, and its
FPS value was greater by 10.60, 3.01, 1.98, 11.49 and 5.34 than those of Faster RCNN,
RetinaNet, SSD, YOLOv3 and YOLOv4. Based on the comparison of SOTA detectors, the
YOLOv4-MN3 model delivered significant advantage in terms of detection accuracy, model
parameters, operations and detection speed.
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Figure 12 gives some detection instances obtained by YOLOv4-MN3 and the compared
detectors. The detection instances given in Figure 12a,b show that Faster RCNN and
RetinaNet only detected a part of the defect with low confidence. SSD and YOLOv3 defect
the whole defect but also with low confidence, as shown in Figure 12c,d. Figure 12e,f
indicates that both YOLOv4 and YOLOv4-MN3 could detect the whole defect. However,
YOLOv4-MN3 achieved the highest confidence 0.98, while the confidence of YOLOv4 was
only 0.87, in this instance.
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Figure 13 shows some detection instances for the aforementioned six categories of
defects. Figure 14 gives an instance of detecting “bumpy or broken line” defect category,
with its five different morphologies. The instances detected with high confidence, given in
Figures 13 and 14, also indicate that the proposed YOLOv4-MN3 can adapt to different
categories of surface defect, and it can handle the difficult problem of a diversity of defect
morphologies.
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YOLOv4-MN3.
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5. Conclusions

In order to improve the performance of PCB surface defect detection, a DL-based de-
tector, YOLOv4-MN3, was proposed. YOLOv4-MN3 replaces the CSPDarknet53 backbone
network of YOLOv4 with a lightweight one, MobileNetV3, and the original activation
function in the neck/prediction network was optimized. To verify the efficiency and the
effectiveness the proposed detector, a customized dataset was built using a specially de-
signed image-acquisition device. Experimental results on the customized dataset showed
that YOLOv4-MN3 achieved the highest detection accuracy, with 98.64% mAP and 97.83%
F1, the fastest detection speed, at 56.98 FPS, and the lowest Madds as compared with the
SOTA models. Generalization experiments of YOLOv4-MN3 indicated that it can adapt to
different categories of surface defect and handle the difficult problem of defect morphology
diversity, which has promising application prospects.

Although the detector proposed in this paper achieved good results, there are some
problems to explore. Firstly, PCB surfaces’ backgrounds, defect categories and morphology
diversity, in real industry, are complex and diverse. Thus, it is necessary to update PCB
surface defect samples continuously and facilitate the training of practicability-oriented
DL-based models. Secondly, YOLOv4-MN3, as a supervised learning method, requires a
large amount of manually labeled samples, and exploring semi-supervised or unsupervised
mechanism for this problem is a worthy attempt.
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