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Abstract: Accurate quality prediction can find and eliminate quality hazards. It is difficult to construct
an accurate quality mathematical model for the production of small samples with high dimensionality
due to the influence of quality characteristics and the complex mechanism of action. In addition,
overfitting scenarios are prone to occur in high-dimensional, small-sample industrial product quality
prediction. This paper proposes an ensemble learning and measurement model based on stacking
and selects eight algorithms as the base learning model. The maximal information coefficient (MIC)
is used to obtain the correlation between the base learning models. Models with low correlation
and strong predictive power were chosen to build stacking ensemble models, which effectively
avoids overfitting and obtains better predictive performance. To improve the prediction performance
as the optimization goal, in the data preprocessing stage, boxplots, ordinary least squares (OLS),
and multivariate imputation by chained equations (MICE) are used to detect and replace outliers.
The CatBoost algorithm is used to construct combined features. Strong combination features were
selected to construct a new feature set. Concrete slump data from the University of California Irvine
(UCI) machine learning library were used to conduct comprehensive verification experiments. The
experimental results show that, compared with the optimal single model, the minimum correlation
stacking ensemble learning model has higher precision and stronger robustness, and a new method
is provided to guarantee the accuracy of final product quality prediction.

Keywords: high-dimensional small sample; machine learning; MIC; OLS; MICE; combination
characteristic; regression prediction; stacking ensemble model

1. Introduction

In the eighteenth century, the first industrial revolution used steam as a source of power
and brought major changes to industry. The second industrial revolution used electricity
and assembly lines for mass production. The third industrial revolution witnessed the
integration of information technology and computers in manufacturing. Now, with the
proposal of “Industry 4.0” in Germany, the industry is currently undergoing the “fourth
industrial revolution”, marking the integration of processing equipment systems and data
in the production process, which will take us to a new level [1]. Modern manufacturing
enterprises focus their attention on the intelligent management of production, including
the material supply chain, manufacturing process technology, intelligent warehousing, and
quality control. Among these, quality control has always been a core concern. The rate
of product renewal in modern manufacturing is accelerating, and large-scale and unitary
product production cannot meet the differentiated needs of the market. Enterprises adapt to
market changes while reducing operating costs to gain advantages in competition, and an
increasing number of enterprises have established flexible production lines, seeking to build
a small-batch production mode. According to recent statistics from the United States, Japan,
and other countries, small and medium-sized enterprises represent 75% of all enterprises.
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Multivarieties and small-batch production is rapidly becoming the main production mode,
representing more than 90% of China’s manufacturing industry. Multivarieties and small-
batch production models require parallel production and production flexibility [2]. This
production mode brings high-dimensional, small-sample quality information data. In the
context of “Industry 4.0”, it is necessary to further pursue high-quality output. However, in
this production mode, with its continuous decline in single batch production, it is difficult
to extract a large amount of quality information, quality data are relatively scarce, and
the composition of the generated data information is also more complex. This production
mode brings high-dimensional, small-sample quality information data.

In reference to the quality control of manufacturing processes in the literature, some
researchers used data processing technology to expand the dataset, thereby expanding
the sample size. Other researchers identified the quality of products by methods such as
the multivariate control chart of T2 statistics [3], multivariate statistical process control
(MSPC) [4], fuzzy autoregressive moving average (FARMA) [5], and multivariate expo-
nentially weighted moving average (MEWMA) [6]. If there are systematic errors in the
production process, the production process will be out of control, and the control chart
will no longer be stable. The above methods have good results for specific products, but
for high-dimensional, small-sample manufacturing processes, there is insufficient product
data with similar characteristics. Different products have different influencing factors. The
factors that determine quality are high dimensionality, multivariability, small sample size,
time varying, and other characteristics that have greater uncertainty and limitations.

Artificial intelligence technology has brought a new development direction to the
manufacturing industry and has attracted the attention of an increasing number of indus-
trial enterprises. Intelligent manufacturing has gradually entered the stage of modern
advanced manufacturing. Traditional statistical process quality-control technology has
gradually added intelligent quality-control technology, especially prediction technology
based on machine learning, which has become one of the key directions of current quality-
control technology. Enterprises can collect multisource data from the production process,
including data anomalies, processing parameters, and processing data. After the data is
processed and analyzed, valuable information can be obtained from the manufacturing
process, production system, and equipment. These technologies achieve advanced product
manufacturing quality prediction, which replaces the previous postinspection method of
production quality. It can discover and eliminate hidden quality hazards in advance and
effectively reduces the cost of enterprise quality control. Manufacturing quality prediction
also provides data support for reliability evaluation and parameter optimization, thereby
improving the enterprise’s intelligent management level. However, the actual use of these
solutions requires a high degree of professional knowledge and computer-programming
capabilities. The current small-batch production types and rapid changes have brought
new challenges to the realization of accurate quality prediction.

With the rapid development and gradual maturity of artificial intelligence and ma-
chine learning, a new effective method, which uses a learning algorithm and theoretical
development, is provided for research in high-dimensional, small-sample quality predic-
tion. Supervised learning is most widely used method in machine learning, and it forms
predictions through learning mapping [7]. Research on machine learning algorithms for
quality regression prediction problems has become a great concern. The main task of
the regression problem is to train the learner according to the existing data and map the
input to the corresponding output result to achieve the purpose of prediction. GE and
others analyzed the application of 10 kinds of supervised machine learning methods in
the manufacturing process, including partial least square regression (PLS), random forest,
artificial neural network (ANN), support vector machine (SVM), back propagation (BP)
neural network algorithm, and decision tree [8,9]. Some researchers also use heuristic
algorithms and machine learning model combination construction methods. Heuristic
algorithms are used to find the best parameters of prediction models, mainly metaheuristic
optimization algorithms, such as the particle swarm optimization algorithm (PSO) [10],
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firefly algorithm (FA) [11], and genetic algorithm (GA) [12], to improve the predictive
power of the model.

The abovementioned literature uses a single model for prediction and has achieved
good prediction results. Considering that the specifications and types of high-dimensional,
small-sample production mode and the production equipment used is diverse, diverse
types of information are collected. In this case, quality regression prediction is more
difficult, and single machine learning is prone to overfitting. Therefore, the problems of low
estimation accuracy and weak model robustness cannot be avoided. Regression problems
usually have very complicated internal and external factors, which will affect the prediction
performance of different machine-learning algorithms to varying degrees.

In recent years, machine learning research based on ensemble learning has attracted
the attention of the manufacturing industry and academia, and has become increasingly
widely used in various fields, such as scientific research and data mining. The main task
of ensemble learning is to train multiple learners on a dataset and then combine their
respective predictions into the final result. Manuel et al. proposed a gaNet-C model based
on the idea of integration model, which combined the excellent characteristics of a residual
network model and a gradient enhancement model and had good convergence ability and
regularization effect. It showed good predictive effect on both data [13]. The integrated
method can take advantage of different models to obtain better prediction results. Ensemble
learning has better generalization ability and stability, and different models with unique
characteristics are combined to solve the limitations of a single model, thereby improving
prediction performance [14]. However, the integration method of obtaining the prediction
averages of multiple algorithm models or different parameter models of the same type
of algorithm cannot reflect the differences in data observations of different prediction
algorithms. Each algorithm cannot exert its own advantages to compensate for its own
errors. This combination method does not have sufficient theoretical support, and the
principle is relatively thin [15]. Common ensemble learning methods include parallelized
ensemble bagging, serialized ensemble boosting, and multilayer classifier blending and
stacking [16–18]. Blending and stacking use a high-level metamodel to synthesize the
output features of a low-level base model to enhance generalization ability and obtain
higher prediction accuracy. Xu et al. used random forest, adaptive booster, gradient booster
decision tree, and other five models as the base model, and back-propagation neural
network as the metamodel to build a stacking ensemble learning model for secondhand
housing price prediction [19]. Yin et al. constructed four ensemble models using the
stacking technique of ensemble learning, providing a high-performance prediction method
for unbalanced rockburst prediction [20]. The above literature reflects the advantages of
the stacking ensemble learning model in prediction. The prediction performance of the
stacking model is better than that of a single machine learning model, and the model
reduces the risk of falling into a local minimum. Some scholars choose base models
in other fields by calculating error correlation. The stacking ensemble learning model
constructed by this method has better prediction performance than random selection, which
provides a new method for the selection of basic models. Dong et al. used the Spearman
correlation coefficient to select the base model and built a stacking ensemble model, which
can provide higher prediction accuracy in the case of intermittency and volatility of wind
power [21]. Shi et al. used the Pearson correlation coefficient of the two-dimensional
vector as the correlation index to select the base learner, which performed better than
the stacking model of randomly selecting the base learner [15]. The abovementioned
literature constructs a stacking ensemble learning model through the correlation selection
base model, which effectively improves the prediction performance of the model. Therefore,
in order to optimize the performance of the stacked ensemble model, the learning ability
and correlation degree of each basic learner must be analyzed. In this study, MIC was used
to improve the selection method of the basic model, which could effectively identify linear
and nonlinear relationships and make the comprehensive results of the prediction model
more robust and accurate.
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Sample size and feature dimension have certain influence on prediction. It must be
considered that we are dealing with high-dimensional, small samples of data, of which
only a small number of samples are available. Seven features and 103 samples produce
a scene that is prone to overfitting. Some scholars have conducted research on this issue.
Robert et al. used the averaging-ensemble of randomly projected Fisher linear discriminant
classifiers method to adopt a complex covariance regularization scheme, avoiding the
partial variance decomposition method, and improving the prediction performance of
high-dimensional, small samples [22]. Manuel et al. proposed a random 2D-CNN model,
which is based on a collection of random learning blocks. The learning block composed of
2D convolutional layers, batch-normalization layers, and max-pooling layers reduces the
possibility of overfitting. In terms of predicting Alzheimer’s disease (high-dimensional,
small sample), it demonstrates the advantages of the model and its practical application
value. Avoiding overfitting, this model can effectively obtain the best training effect
in a limited sample [23]. The above documents effectively solve the problem of high-
dimensional, small samples prone to overfitting. The stacking ensemble learning model
established in this article trains primary learners on the first-layer basic model through
k-fold cross-validation and selects a model with strong generalization ability in the second
layer to correct the learning of multiple basic learners in the first layer deviation. Moreover,
none of the data blocks predicted by the primary learner participate in the training of the
learner, so that all data is used only once during model training, thereby reducing the
occurrence of overfitting and avoiding model deviation caused by a single algorithm.

Hawkins defines an outlier as “an observation that deviates so much from other
observations that it arouses suspicion that it is caused by a different mechanism [24].”
Outliers will adversely affect the fitting of the regression model, thereby making relevant
statistical inferences invalid. Therefore, it is very important to perform outlier detection in
the dataset [25].

Abnormalities and process fluctuations also occur in normal processes during oper-
ation. In actual industrial production, with continuous production of data in the manu-
facturing process, abnormal data values and data fluctuations are inevitable, and noise
is common. In addition, the processing conditions of high-dimensional, small-sample
processing methods are more complex and changeable, and abnormal data outliers and
equipment offset errors often occur. These factors cause the machine learning process
to be affected by abnormal values and affect the final quality prediction effect. In this
work, we propose an outlier replacement method based on box graph technology and
MICE [26,27]. This method is not affected by data types and has little influence on the
overall distribution of data. Then, ordinary least squares (OLS) is used to identify the
abnormal points (strong influence points) of the original data correction, integrating the
four methods of studentized residual [28], leverage [29], Cook’s distance [30], and DF-
FITS [31] to determine abnormal samples. In the feature-engineering stage, the CatBoost
algorithm is used to construct combination features, and strong combination features are
selected as new features to construct new feature sets. In order to improve the prediction
ability of machine learning, Box–Cox [32] was used to normalize features. To ensure the
generalization of the established model, the data features are not reduced in dimension.

This paper studies the machine learning regression prediction model of various
types of cutting-edge algorithms as the base learning model and establishes a high-
dimensional, small-sample stacking ensemble learning [33] regression prediction model for
high-dimensional, small-sample industrial production. The MIC [34] was used to calculate
the error correlation degree and screen the base model with large difference degree, and
it makes the best use of the different observations of data in different models, and also
avoids the repeated learning of similar models, leading to the occurrence of overfitting.
According to the stacking model framework-based learning mode, the parameters are se-
lected by the combination of random search and grid search algorithm [35]. The minimum
correlation stacking ensemble learning regression quality prediction model is constructed.
The goals and contributions of this article are (i) in the Industry 4.0 era, it has become
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easy to obtain high-dimensional multivariate data, and the number of samples may be
limited, and a theoretical framework is proposed for industrial product quality prediction
in high-dimensional and small-sample scenarios; (ii) there are outliers in the data collected
in the industrial process, and an outlier processing method combining multiple algorithms
is constructed. This method can effectively reduce the destructive influence of abnormal
values on the regression quality prediction results in the actual process; (iii) CatBoost’s
greedy strategy constructs combined features, and creates a new feature set with strong
combined features and original features to improve the accuracy of quality prediction;
(iv) in the stage of model building, a variety of methods are used to combat overfitting,
and applying MIC to the selection of the basic model of the stacking ensemble learning
model can effectively identify linear and nonlinear relationships, more comprehensively
select models with lower correlation, avoiding repeated learning of similar models, and
provide a new method for basic model screening; (v) to verify that the minimum correlation
stacking ensemble model can have better prediction performance in high-dimensional,
small-sample regression quality prediction scenarios. Providing accurate quality prediction
is very important for industrial processes. It can avoid additional economic loss factors
for enterprises.

2. Materials and Methods
2.1. UCI Concrete Slump Data

This article uses the concrete slump data in the UCI machine learning library as the
experimental dataset. Because concrete is a very complex material, the product easily
loses control, resulting in poor final quality, and only at the end of the 28th day can we
understand its quality. The final quality of cement is affected by seven characteristics: slag,
fly ash(ash), water, superplastic, coarse aggregate(coarseagg), and fine aggregate(fineagg).
The dataset includes 103 data points with 7 input variable features and 3 output variables.
Some data and characteristic information of the concrete slump dataset are shown in
Tables 1 and 2.

Table 1. Information of Concrete Slump dataset.

The Dataset The Input Variable The Output Variable Number of Samples

Concrete Slump

Cement

Slump (cm)
Flow (cm)

28-day Compressive
Strength (MPa)

103

Slag
Fly ash
Water

Superplastic
Coarse Aggr

Fine Aggr

Table 2. Part of the data: here are the first three samples and the last three samples.

Sample Cement Slag Fly Ash Water Superplastic Coarse Aggr. Fine Aggr. Strength

1 273.00 82.00 105.00 210.00 9.00 904.00 680.00 34.99

2 163.00 149.00 191.00 180.00 12.00 843.00 746.00 41.14

3 162.00 148.00 191.00 179.00 16.00 840.00 743.00 41.81
. . . . . . . . . . . . . . . . . . . . . . . . . . .
101 258.80 88.00 239.60 175.30 7.60 938.90 646.00 50.50

102 297.10 40.90 239.90 194.00 7.50 908.90 651.80 49.17

103 348.70 0.10 223.10 208.50 9.60 786.20 758.10 48.77

2.2. Data Analysis

With the progress of manufacturing and control technology, the processing process has
become increasingly stable and controllable. The normal distribution process has become
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the main distribution form of processing data in the production and assembly processes
of the manufacturing industry. The way in which the processing data obey the normal
distribution is called the normal process. Actual industrial data generally approximate a
normal distribution. The three output variables were analyzed through density figures
and quantitative quantile plots (see Figure 1). If the data does follow a normal distribution,
the points on the quantitative quantile plots will fall roughly on a straight line. Compared
with the other two output parameters, slump (cm) and flow (cm), 28-day compressive
strength (strength) is more in line with the normal distribution and fits the product quality
in high-dimensional, small-sample actual production. Finally, 28-day compressive strength
is selected as the output variable of this article. The concrete slump data is complete.
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2.3. Outlier Detection and Replacement

These anomalies/outliers are often ignored or discarded as noise. Some existing
machine learning and data mining algorithms consider outliers but only consider the
calculation of outliers when any algorithm should do so [36]. In addition, there are fewer
samples of high-dimensional, small-sample data. To fully tap the value of the data, this
article replaces outliers instead of removing outliers from the dataset. It is necessary to
make the filling value close to the true value of the data as much as possible; otherwise, it
may cause deviation in the analysis of the filled dataset.

2.3.1. Box Plot Theory

This article first uses box plots to identify outliers. The 3σ criterion assumes that the
data obeys the normal distribution, but the actual data often does not strictly obey the
normal distribution. The standard for judging outliers is based on calculating the mean
and standard deviation of the data. The resistance of the mean and standard deviation is
extremely small, and the outliers themselves will have a greater impact on them, so the
number of outliers judged is very small. Box plot theory does not use the mean and variance
as the basis to determine the abnormality of the data and does not need to assume that
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the data obeys a specific distribution. It can intuitively describe the discrete distribution
of the data. The box plot uses quartiles and interquartile ranges. It has strong resistance
and is not easily disturbed by abnormal data, which provides a preliminary standard for
identifying abnormal values (see Figure 2).
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In the boxplot, Q1 is the lower quartile (25% quartile), Q3 is the upper quartile (75%
quartile), and the interquartile range (IQR) refers to the difference between the 25% and
75% quartiles.

The formula for calculating IQR is as follows: IQR = Q1 − Q3, where minimum:
Q3 − 1.5× IQR, maximum Q1 + 1.5IQR.

The criteria for determining outliers are:

Outlier = value < (Q3 − 1.5IQR) or value > (Q1 + 1.5IQR)

2.3.2. MICE Theory

This paper addresses outliers of small-sample data of many varieties and small batches.
First, a box was used to eliminate outliers, and then the MICE method was used to fill
in the outliers. The replacement of the abnormal outlier values should make the filling
value close to the true value to avoid deviation of the analysis result of the original dataset
when analyzing the filled dataset. At present, most of the filling methods use single-value
interpolation, average, median, etc., but it is very likely that the original distribution of the
data will be changed, which will have a greater impact on the mean and variance of the
data and increase machine learning. The error cannot adequately reflect the uncertainty of
the value that needs to be replaced and this affects the later prediction. MICE is proposed
by Buuren to define a predictive model for each variable with missing data [37,38]. The
basic idea is as follows:

• Use initial estimates to fill in missing values by randomly sampling from existing
observations.

• For each missing value, use the observed parts of other variables as predictors to
estimate the regression model.

• Replace the missing values with randomly drawn values from the posterior prediction
distribution of the results. Using the observed and most recent estimates as the
predicted value, this process is repeated for each variable with missing data.

Given the following dataset with p incomplete variables X = X1, X2, . . . , Xp, the ob-
served part of X is Xobs = Xobs

1 , Xobs
2 , . . . , Xobs

3 , and the missing part of X is
Xmiss = Xmiss

1 , Xmiss
2 , . . . , Xmiss

p , where θ1, θ2, . . . , θp describes the conditional density pa-
rameter of X1, X2, . . . Xp. Interpolation for each incomplete variable in (i = 1, 2, . . . , p)
is iteratively drawn. First, the random extraction of parameters is simulated, and then
the random extraction of the missing values in the variables is simulated. The posterior
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distribution of the missing variable θ is established by Gibbs iterative sampling of the
observation data. The variable Xobs is used as a covariate to perform regression modeling
on other variables with missing values Xmiss. For all variables with missing values, this
process is repeated, that is, X1 to Xp need to be interpolated for each iteration. At the end of
each iteration, missing values are replaced by predicted values from the regression model.
The description is shown in the equation:

θ
∗(t)
1 ∼ P( θ1|Xobs

1 , Xt−1
2 , . . . , Xt−1

p )

X∗(t)1 ∼ P(X1|Xobs
1 , Xt−1

2 , . . . , Xt−1
p , θ

∗(t)
1 )

...
θ
∗(t)
p ∼ P( θ1|Xobs

p , Xt−1
1 , . . . , Xt−1

p−1)

X∗(t)p ∼ P(Xp
∣∣Xobs

p , Xt−1
2 , . . . , Xt−1

p−1, θ
∗(t)
p )

, (1)

where t is the number of iteration cycles t ∈ (1, 2, . . . , n), θ
∗(t)
1 , θ

∗(t)
2 , . . . , θ

∗(t)
p is the random

drawing parameter of θ1, θ2, . . . , θp during t iterations, and X∗(t)1 , X∗(t)2 , . . . , X∗(t)p is the
estimated value of θmiss

1 , θmiss
2 , . . . , θmiss

p in iteration t. The observed value Xobs will not
change in the iterative update process, but the missing data Xmiss will be updated in
each iteration.

2.3.3. OLS Outlier Identification Method

When there are outliers in the regression analysis, these outliers will directly affect the
fit and the stability of the model. When the data is small and there are outliers in the data,
the outliers will produce heteroscedasticity. The outliers will pull the regression line closer
to them, resulting in greater “distortion” of the regression line, and the resulting regression
model has lower prediction accuracy. After using the box plot to eliminate outliers, the next
step is to use OLS to build statistics to establish a data deletion model for a single outlier
and determine the four outliers by using studentized residuals, leverage values, DFFITS,
and Cook’s distance. Each method was used to identify and eliminate outliers and strong
influence points. Using a single judgment to investigate is sometimes inaccurate, and often
overlooks the comprehensive application of several aspects. Here, studentized residuals
are selected, and the heteroscedasticity is considered compared with residuals. It is more
effective to detect outliers and improve the accuracy of regression prediction.

• Leverage value:

Outliers in the x-space are called high leverage points. The linear model is expressed as:

Y = Xb + e, (2)

where X is the n× (p + 1) observation matrix, Y is the observation vector of n× 1, b is the
unknown parameter vector, and e is the random error vector.

When OLS is used for regression estimation, hat matrix H can be obtained, which can
be expressed as

H = X(X′X)
−1X′, (3)

Many researchers diagnose lever points through the diagonal element hii of hat matrix
H to determine the possible influence points, especially the point hii > 2(p + 1)/n. There-
fore, hii > 2(p + 1)/n is used as the diagnostic benchmark of the diagnostic lever point,
where p is the number of features and n is the number of samples. The variable hii can be
expressed as

hii = (HH)ii =
n

∑
j=1

hijhji =
n

∑
j=1

hjihij, (4)
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• Studentized residual

The internal studentized residual ti is the mean square error of the regression model
obtained by fitting all data:

ti =
ri

s
√

1−hii

s = Y−Xb̂√
n−p−1

, (5)

where ri is the residual. When the measurement error of yi is independent and obeys a
normal distribution N(0, σ2), the internal studentized residual can be obtained.

The external studentized residual, the mean square error of the regression model, is
obtained by fitting all other data with the i-th observation value deleted:

t(i) =
ri

s(i)
√

1− hii
, (6)

where s(i) is the estimate of σ for the entire regression run without the ith observation. t(i)
are also known as external studentized residuals.

The internal studentized residual ti obeys the n distribution of degrees of freedom
(n− p− 2), and the external studentized residual t(i) obeys the t distribution of degrees of
freedom (n− p− 3). Approximately 95.44% of the studentized residual falls in the interval
[−2, 2] and does not show any trend. If the studentized residuals exceed this range, these
points may be outliers.

• DFFITS

Welsch–Kuh distances (DFFITS) are proposed from the viewpoint of data fitting.
Considering the influence of before and after deletion of the ith point on the fitting value at
xi, DFFITS is defined as

DFFITS(i) = t(i)

√
hii

1− hii
, (7)

Belsley uses the point of DFFITS ≥ 2
√

p+1
n as the threshold for determining outliers.

• Cook’s distance

Cook’s distance is a statistic that measures the influence of the ith observation point
on regression. For each observation point, the Cook’s distance is defined as

Di(M, Co) =
(β̂(i) − β̂)

T M(β̂(i) − β̂)

Co
, i = 1, 2, · · · , n, (8)

where M = XTX is the deviation matrix of the observed data, Co = pσ̂2 is the mean square
error, and n is the sample size. When |Di| > 4/n, it is judged as the strong influence point.

2.4. Combination Feature Construction and Assessing

Prokhorenkova et al. refer to these interactions as “feature combinations”. New feature
combinations can be constructed, including digital features and classification features [39].
Another useful feature that CatBoost adds to GBDT is its support for combined interactive
features. CatBoost will adopt a greedy strategy to consider combinations [40]. The first
split in the tree does not consider any combination, but for the second, and all subsequent
splits, CatBoost will combine all preset combinations with all features in the dataset [41].

Aiming at the high-dimensionality and small-sample data of multiple varieties and
small batches, this paper explores the effect of combined features on improving the quality
of prediction accuracy and uses the function of CatBoost feature combination to identify
important combined features to obtain new powerful features and achieve feature expan-
sion. However, it is impossible to construct all combinations as new features, which will
cause problems with feature dimensions. Finally, the median and mean values of the
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combined features that have the highest impact on algorithm prediction are selected as the
new features.

2.5. Box–Cox Transform

The Box–Cox transformation is usually used to make the data characteristics con-
form to the normal distribution so that the high-dimensional, small-sample data meet
the homoscedasticity as the basic assumption of the regression model, which can reduce
unobservable error and the correlation of the predictive variables to a certain extent. It is
more in line with the actual production process data form. The formula is as follows:

ỹ(λ) =

{
yλ−1

λ , λ 6= 0,
ln(y), λ = 0

, (9)

The skewness value of each feature was calculated, and the Box–Cox transformation
was used on the features of Skewness > 0.5 and Skewness < −0.5. This paper uses the
square root transformation (λ = 0.5).

2.6. Machine Learning Algorithms

Aiming to address the multivariety, small-batch, high-dimensionality, small-sample
regression prediction problem, a model fusion method based on the stacking algorithm
is proposed. The basic learners used are linear regression [42], SVR [43], GBDT [44],
XGBoost [45], ExtraTrees [46], random forest [47], KNN [48], and CatBoost [49].

2.6.1. Linear Regression

The purpose of linear regression is to find a hyperplane with the smallest variance.
Each sample data has n features, where each feature corresponds to a weight value and the
product of the weight and the weight plus a bias value:

y =
n

∑
i=0

ωixi + b, (10)

where ω is the weight value of each feature and b is the offset value.

2.6.2. SVR

SVR is a branch of SVM’s regression application. The basic principle is to map the input
space to a high-dimensional space through nonlinear mapping. The support vector machine
structure regression function is obtained by minimizing the following objective function:

min
1
2
‖w‖2 + C

n

∑
i=1

(ξi+ξi
∗), (11)

where ξi and ξi
∗ are two relaxation variables, and C is the penalty factor. Constraints are

added:
yi − w(x)− b ≤ ε + ξi

∗

(w, θ(x)) + b− yi ≤ ε + ξi
∗

ξi, ξi
∗ ≥ 0

, (12)

where ε is the loss function parameter.

2.6.3. GBDT

GBDT is an integrated learning model in which is a strong learner is obtained by
combining multiple weak learners according to a certain combination strategy. Its weak
learner model is a regression tree model, which connects multiple regression trees in
series and uses the cumulative result of all trees as the final result. The regression tree
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is initialized, and then it continues to iterate into more regression trees. The final strong
learner is a combination of all trees. The negative gradient of the loss function is used to
fit the approximate value of the current round of loss. The negative gradient of the loss
function is shown in the formula:

rti = −
∂L(yi, ht−1(xi))

∂ht−1(xi)
, (13)

where i = 1, 2, · · · , m, and t is the number of iterations. The base learning is initialized:

ho(x) = argminc

m

∑
i=1

L(yi, c), (14)

where the regression tree is fitted, its corresponding leaf node region is Rtj, j = 1, 2, · · · , J,
and J is the number of leaf nodes. The best fitting value is calculated:

ctj = argminc ∑
xi∈Rtj

L(yi, ht−1(xi) + c), (15)

The updated stronger learner is

ht(x) = ht−1(x) +
J

∑
j=1

cij I(x ∈ Rtj), (16)

Finally, the strong learner is obtained:

H(x) = ho(x) +
T

∑
t=1

J

∑
j=1

cij I(x ∈ Rtj), (17)

2.6.4. XGBoost

XGBoost is one of the representative algorithms of boosting ensemble learning, which
is derived from GBDT [50]. The tree integration model constructed by K additive equations
is defined as follows:

Given the dataset

D = {(xi, yi)}(|D| = n, xi ∈ Rm, yi ∈ R), (18)

ŷi = φ(xi) =
K

∑
K=1

fk(xi), fk ∈ F, (19)

where F =
{

f (xi) = ωq(x)

}
(q : Rm → T, W = (ω1, . . . , ωT) ∈ RT) is the regression tree

space. Each additional tree is equivalent to adding a new function to the model to fit
the residual of the previous prediction. The regularized objective is minimized. The loss
function is

L(φ) = ∑
i

l(ŷi, yi) + ∑
k

Ω( fk)

Ω( f ) = γT + 1
2 λ‖W‖2

, (20)

where l represents the differentiable convex loss function, which is used to measure the
difference between the predicted value ŷi and the straight real value yi, and Ω represents
the penalty term of model complexity.

2.6.5. ExtraTrees

ExtraTrees is an ensemble learning algorithm that contains many decision trees. The
biggest feature of this algorithm is that a random method is adopted in the selection of
split features, and a certain value of a feature is randomly selected as the split point of
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the feature [51]. Each tree uses the entire training sample to reduce bias. ExtraTrees has a
strong randomness for the acquisition of split features and split values. When processing
categorical feature attributes, samples with certain categories are randomly selected as
the left branch, and samples with other categories are selected as the right branch. When
processing numerical feature attributes, one characteristic attribute value that is between
the maximum and minimum values of the feature attribute is randomly selected. When the
characteristic attribute value of the sample is greater than this value, it is regarded as the
left branch, and when it is less than this value, it is regarded as the right branch.

From h{(x, θt), t = 1, 2, 3, · · · , n} set of regression decision subtrees, the mean value
of each decision tree is used as the final regression prediction value:

h(x) =
1
N

N

∑
t=1
{h(x, θt)}, (21)

2.6.6. Random Forest

Random forest(RF) is one of the representative algorithms of bagging ensemble learn-
ing, which generates random forest from multiple decision trees [52]. The core idea of
random forest is to bootstrap the training set to form multiple training subsets, and the
combination model is composed of random vectors (regression tree) {h(X, θi), k = 1, . . . , p}.
The model uses numerical variables as predictors to generate multiple nonlinear regression
radio frequency models. The decision trees h(X, θi) form the predictions of the model
relative to k averages. In the regression function Eθh(X, θ), x represents the input, y repre-
sents the output, and θ is the random vector representing the node characteristics of the
decision tree.

2.6.7. KNN

The main purpose of KNN is to use known labels to calculate the distance between an
object and its neighbors [53]:

d(x, y) = (
q

∑
i=1
|xi − yi|p)

1/p

, (22)

where x is an object, and y is a neighboring object with a known label. KNN continues to
assign the label with the highest frequency among the selected k nearest neighbors to the
object. The number of nearest neighbors (k) has a significant impact on the classification
results of the model.

2.6.8. CatBoost

CatBoost is an improved GBDT toolkit similar to XGBoost. In the process of using the
CatBoost algorithm to train the data, the latter tree adjusts its weights according to the previ-
ous tree so that the tree with the larger residual is assigned a larger weight. Finally, multiple
weak regressors are integrated to form a strong regressor. CatBoost solves the problem
of gradient deviation and prediction bias. CatBoost has the following advantages [40,54]:
CatBoost has two implementations: CPU and GPU. The GPU implementation allows faster
training and is faster than GBDT, XGBoost, and LightGBM on similarly sized sets.

Target statistics (TS) is a very effective method. In the decision tree, the average
value of the labels will be used as the criterion for node splitting. This method is called
greedy target-based statistics, or greedy TS for short. CatBoost uses a standard method of
improving greedy TS, adding a prior distribution item to reduce the influence of noise data
on the data distribution:

_
x

i
k =

∑
p−1
j=1 [xσj,k − xσp,k ]Yσj + ap

∑
p−1
j=1 [xσj,k = xσj,k ] + a

, (23)
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where p is the added prior term and a is usually a weight coefficient greater than 0. For
regression problems, CatBoost performs a random arrangement of the dataset, with the
prior term taking the mean of the dataset labels.

CatBoost replaces the traditional gradient boosting algorithm with the ordered boost-
ing algorithm. This algorithm can effectively handle the noise points in the training
set to avoid the gradient estimation deviation, solve the inevitable gradient deviation
in the iterative process, and improve the model generalization ability. Oblivious trees
were used as base predictors. In such a tree, the segmentation used at each level of
the tree must be consistent. Therefore, the structure of the tree is balanced, the unbi-
ased estimation of the gradient is obtained, and then the gradient descent is carried out,
thus alleviating the overfitting phenomenon. The pseudocode is shown in Algorithm 1.

Algorithm 1: Ordered Boosting

Input : {(Xk, Yk)}n
k=1 ordered according to, the number of trees I

σ← random permutation of [1, n]
Mi ← 0 for i = 1 . . . n
for t← 1 to I do

for i← 1 to n do
ri ← yi −Mσ(i)−1(xi);

for i← 1 to n do
∆M←

LeaenModel((xj, rj) :
σ(j) ≤ i);

Mi ← Mi + ∆M;
return Mn

To obtain an unbiased gradient estimate, CatBoost will train a separate model Mi for
each sample xi, which is obtained by using a training set that does not contain sample xi.
The model Mi is used to obtain the gradient estimate of the sample, and the gradient is used
to train the base learner and obtain the final model. In CatBoost, a random arrangement
of training data is generated. By sampling random permutations and obtaining gradients
based on them, multiple permutations will be used to enhance the robustness of the
algorithm. These arrangements are the same as those used to calculate classification feature
statistics. To train different models, different permutations will be used, so using several
permutations will not lead to overfitting.

2.7. Blending Ensemble Learning Model Algorithm Principles

The blending ensemble learning method considers heterogeneous weak learners [55].
Disjoined datasets were used for the training process of different model layers. Either
multiple homogeneous or heterogeneous models are chosen as the basic model. Then, the
training set is used to train these models, verify the trained model on the verification set,
and obtain the predicted features as the second-level training set. The training set of the
second layer of the blending model comprises the predicted features obtained from the
first layer. The testing process of the blending model is divided into two layers. In the first
layer, the trained model is used to predict the test data to obtain the prediction features
of the test set; in the second layer, the prediction features are predicted to obtain the final
prediction result.

The general steps for blending models are as follows:

• The original dataset is divided into training and testing sets.
• For each base model at the first level, the k-fold cross validation method is imple-

mented to train and output t, the prediction of validation set and test set.
• The prediction set of the validation set of each basic model are combined together as

the new meta-training set and the prediction set of the test set are combined together
as the new meta-testing set.
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• The new meta-training set is adopted to train the meta-learner at second floor and to
output the final prediction results.

2.8. Stacking Ensemble Learning Model Algorithm Principles

This paper proposes a prediction method based on multiple models under the stacking
ensemble learning architecture. The predictive power of a single primary learner is the
basis of the predictive power of the ensemble model [15]. At the same time, there should
be a certain degree of difference between the primary machine learning models, allowing
the models to make up for each other. The stacking algorithm can integrate the advantages
of different learning models [56]. Single machine learning algorithms cannot effectively
map the relationship between the quality of high-dimensional, small-sample products
and influencing factors in multiple dimensions and are easily affected by the amount of
dataset and model parameters. Therefore, the stacking model ensemble learning algorithm
is used to map this association. Whether regarding the improvement of model prediction
accuracy, generalization ability, or robustness, the stacking model is more effective than a
single model.

The stacking algorithm was first proposed by Wolpert in 1992 [57]. In 1996, Breiman intro-
duced stacked effects, a scheme for estimating (and then correcting) generalization errors [58].

The structure of the stacking model is generally two layers. The first layer is generally
called the primary learner, and the second layer is generally called the meta-learner. First,
the original dataset is divided into several subdatasets: the subdatasets are input into the
first layer to train multiple different primary learners, and each primary learner in the first
layer outputs its own prediction result. Then, we construct the prediction result of the
primary learner as the new input feature and combine the original feature as the input of
the second layer, train the meta-learner of the second-layer prediction model, and then
output the final prediction result from the second-layer model. In this process, overfitting
may occur. To reduce the risk of model overfitting, K-fold cross-validation [59] is used
to train the primary learner. Taking the five-fold cross-validation stacking model as an
example, the algorithm principle is shown in Figure 3.
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This article analyzes the individual predictive ability of each elementary learner and
comprehensively considers the way that each elementary learner observes the data space.
In the optimization process of single-model training, the model often has the risk of falling
into a local minimum. Combining multiple strong models can reduce the risk of falling
into a local area.

Considering the single predictive ability of the primary learner, in the first layer of the
stacking model, this paper uses eight machine learning models optimized through hyper-
parameter grid search as the selection range of the base learner. The stronger the learning
prediction ability of the base model, the more effectively the overall prediction effect of
the model can be improved. The second layer selects a model with strong generalization
ability, corrects the bias of the multiple primary learner learning algorithms of the first
layer to the training set, and prevents the overfitting effect from appearing through the
aggregation method.

The specific training methods of high-dimensional, small-sample stacking regression pre-
diction ensemble learning model are as follows. The dataset is S = {(xi, yi), i = 1, 2, · · ·N},
where xi is the eigenvector of the ith sample and yi is the predicted value of the ith sample.
First, for the first layer prediction algorithm containing K primary learners, the k-fold
cross-validation algorithm is used to divide the training dataset into K equal subsets. These
subsets, which do not overlap with each other, are S1, S2, . . . , SK. A subset is selected as the
test set and another K-1 subset as the test training set. The variables SK and S−K are defined
as the k-th folding test set and training set, respectively, in the k-folding cross validation.
The base model L1, L2, . . . , LK is obtained after the K primary learners in the first layer train
and learn the training set S−K. According to the feature vector of each sample (xi, yi) in
the test set, the K primary learners obtain the predicted value p1,n, p2,n, . . . , pK,n, where
n = 1, 2, . . . , N. The predicted value obtained is combined with yi to obtain the dataset
Scombine = {yi, p1,n, p2,n, . . . , pK,n}, which is used as the input data of the second-level meta-
learner. Then, combined with the k prediction results obtained from the test set training,
the average value of the k prediction results of the test set is taken as the test set data of the
second-level meta-learner. In this way, the transformation process of all data from input
features to output features is realized, and the data blocks predicted by the primary learner
are not involved in the training of the learner. Such a configuration means that all data is
used only once in model training, effectively preventing the occurrence of overfitting.

2.9. Evaluation Criteria

After using the machine learning model for prediction, it is necessary to propose
criteria for evaluating the model. Different models must adopt different evaluation criteria.
To evaluate the prediction results, this study uses three performance indicators: root-
mean-square error (RMSE), mean absolute error (MAE), and goodness of fit statistic (R2).
Among them, the root-mean-square error (RMSE) is the degree of change in the evaluation
data, the expected value between the predicted value and the target value, and the most
representative evaluation index in the regression model. The smaller the mean square
error value is, the higher the accuracy of the prediction result and the better the model
performance. The average absolute value error, the average of the absolute value of the
deviation of all individual observations from the arithmetic mean, better reflects the actual
situation of the predicted value error. The square correlation coefficient R2 determines the
percentage of the dependent variable change in the regression model and describes how
well the regression curve fits the real data points. Between the values [0, 1], the closer R2 is
to 1, the higher the prediction effect, as shown in the following formula:

RMSE =

√
1
n

n
∑

i=1
(yi − ŷi)

2

MAE = 1
n

n
∑

i=1
|yi − ŷi|

R2 = 1− ∑n
i=1 (yi− fi)

2

∑n
i=1 (yi−ŷi)

2

, (24)
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where yi is the true value of each substance and ŷi is the predicted value of the true value.

2.10. Data Standardization

To solve the different dimensions of variable features in different dimensions, one
should improve the training speed to a certain extent, and to ensure that the experimental
results are more intuitive and accurate, it is necessary to standardize the data. Then, the
data can be standardized to a specific interval using standard deviation standardization,
and the formula is

x∗ =
x− µ

σ
, (25)

where µ is the mean of all sample data and σ is the standard deviation of all sample data.
The logarithm of strength is used to compress the scale of variables without changing

the nature and correlation of the data. To facilitate calculation, the absolute value of the
data is reduced.

3. Results
3.1. Box Plot Results and MICE Replace Outliers

In this paper, outliers are found after analyzing the box plot. Outliers, by definition,
occupy a smaller proportion of the dataset compared with normal points. Two outliers were
detected in 103 sets of sample data. In superplastic, there are two sets (i.e., approximately
2%), the sample data of the third and sixth groups, whose values are larger than the
judgement range of outliers, which is obviously different from other data. The results are
shown in Figure 4 and Table 3.
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the upper boundary and are identified as outliers.

Table 3. The box plot identifies each eigenvalue of two abnormal samples.

Sample Cement Slag Ash Water Superplastic Coarseagg Fineagg Strength

3 162.00 148.00 190.00 179.00 19.00 838.00 741.00 42.08
6 152.00 139.00 178.00 168.00 18.00 944.00 695.00 38.86

This article uses MICE to perform five interpolations and uses the optimal value to fill
in the eliminated outliers. The characteristic superplastic outlier sample values 19 and 18
are replaced by 12.9 and 12.65, respectively. We compared the original data with the data
distribution after using the MICE and traditional single-value filling methods to replace
the median outliers, as shown in Table 4. MICE is used to replace outliers, the mean values
of the dataset from 8.54 to 8.43, and the standard deviations from 2.81 to 2.50. When the
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median is used to replace the outliers, the mean values of the dataset move from 8.54
to 8.35, and the standard deviations from 2.81 to 2.43. By comparison, MICE have less
influence on data structure. The results show that the method of replacing outliers with
MICE is effective.

Table 4. Mean replacement, MICE replacement, effect comparison.

Superplastic Count Mean Std Min 25% 50% 75% Max

Original data 103.00 8.54 2.81 4.40 6.00 8.00 10.00 19.00

MICE 103.00 8.43 2.50 4.40 6.00 8.00 10.00 16.00

Mean 103.00 8.35 2.43 4.40 6.00 8.00 10.00 16.00

3.2. OLS Outlier Recognition Results

All sample data exceeding the judgment benchmark are summarized, as shown in
Table 5. The threshold values of the four methods used to judge abnormal data points
for the data in this paper are as follows: the lever value is [+0.1553, −0.1553], the student
residual is [+2, −2], Cook’s value is [+0.039, −0.039], and DFITS value is 0.2606. First,
considering leverage and studentized residuals, it can be observed from Figure 5 that the
sample 82 data has the highest leverage value of 0.19 and a studentized residual value
of 1.96. With further reference to the Cook’s distance and DFFITS distance, the Cook’s
distance and DFFITS distance of the 82nd sample were 0.11 and 0.96, respectively, both
exceeding the threshold for identifying outliers. Due to the small data sample size, the
82nd sample that has a strong influence on the regression is finally eliminated.

Table 5. Samples that exceed the thresholds of Leverage, Studentized Residual, DFFITS, and Cook’s:
the value in bold indicates that the threshold is exceeded.

Sample Number Leverage Studentized Residual DFFITS Cook’s

7 0.14 2.81 1.13 0.15
13 0.14 2.80 1.14 0.15
16 0.10 −1.97 −0.66 0.05
48 0.11 3.31 1.18 0.16
59 0.12 2.04 0.76 0.07
82 0.19 1.96 0.96 0.11
86 0.06 −2.35 −0.57 0.04
87 0.16 1.55 0.67 0.06
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The validity of the identified outliers is verified by the change in the parameter
estimate after deleting a certain data point. If the parameter estimation changes greatly,
then the data point is considered to have a greater impact on the parameter estimation,
and the data point is judged to be an abnormal value or a strong influence point; it is easy
to hide between the abnormal values, and a certain statistic may be unable to accurately
identify outliers, so using the OLS again to verify is recommended. As shown in Figure 6,
R− squared, Akaike information criterion (AIC) [60], and Bayesian information criterion
(BIC) [61] are used as reference indicators. AIC is a statistic describing the degree of fit of
the regression curve to the real data points. The closer the value is to 1, the better the degree
of fit. AIC is a standard to weigh the complexity of the estimation model and the excellence
of fitting data. AIC is defined as AIC = 2k− 2 ln(L), where k is the number of parameters
and L is the likelihood function. BIC means that under incomplete information, subjective
probability is used to estimate some unknown states, and then a Bayesian formula is used to
modify the occurrence probability. Finally, the expected value and modified probability are
used to make optimal decisions, which is defined as: BIC = ln(n)k− 2 ln(L), where k is the
number of model parameters, n is the number of samples, and L is the likelihood function.
The penalty of BIC is larger than that of AIC, and the “penalty” is imposed according to the
number of independent variables. The smaller the values of AIC and BIC are, the better the
model. The before and after indicators, which prove the effectiveness of outlier elimination,
are shown in Table 6. R−square improved from 0.860 to 0.900, AIC decreased from 498.1 to
490.3, and BIC decreased from 519.2 to 511.3, demonstrating the effectiveness of eliminating
abnormal samples. This ensures the stability and scientificity of the data for regression
modeling, and improves the accuracy and stability of the regression equation.
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Table 6. The changes of R−Square, AIC and BIC before and after the removal of outliers were compared.

R−Square AIC BIC

Primary Data 0.860 498.1 519.2
Revised data 0.900 490.3 511.3

3.3. CatBoost Combination Feature Construction Results

The RMSE value is used as an evaluation indicator to optimize tree depth and iteration.
The result of the operation is shown in Figure 7. Figure 7 shows that the importance of
cement and fly ash is significantly higher than that of other assemblage features. The median
and mean values of cement and age were taken as the new characteristics, respectively. The
CatBoost algorithm was used to calculate the importance of each feature again, as shown
in Figure 8. The importance of the median value of the combined feature was higher than
the mean value. The weight of all the features further checked by ELI5 is shown in Table 7.
For quantitative comparison of feature importance, the median weight of water and fly
ash combination features is 0.0217 ± 0.0093, while the mean weight of water and fly ash
combination features is 0.0153 ± 0.0109. It is observed that the median has a bigger impact
on the forecast. ELI5 is a Python package for examining machine learning machines and
interpreting their predictions.
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Figure 8. Feature importance of new feature set: The median of the combined characteristics of
cement and fly ash was more important than its mean.

Table 7. ELI5 feature weight. The median importance of cement and fly ash combination char-
acteristics was 0.0217 ± 0.0093, higher than the mean of 0.0153 ± 0.0109. Cement_ash_median
indicates the median value of combination features, and cement_ash_mean indicates the mean value
of combination features.

Weight Feature

0.5153 ± 0.4424 cement

0.4739 ± 0.1984 ash

0.1865 ± 0.0590 water

0.0495 ± 0.0405 slag

0.0421 ± 0.0184 coarseagg

0.0228 ± 0.0180 fineagg

0.0217 ± 0.0093 cement_ash_median

0.0153 ± 0.0109 cement_ash_mean

0.0069 ± 0.0095 superplastic
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Because of the high correlation between the median and mean of water and fly ash
combination features, repeated feature learning is selected. We chose to delete the mean
value of combination features and retain the median value of combination features. In
this paper, by assessing strong combination features, we can effectively use the connection
between features, which greatly enriches the feature dimension.

Finally, the CatBoost machine learning regression prediction model is selected to verify
the improvement effect of the new combined feature set on the prediction accuracy, and
the mean value of the verification set, and the test set is used as the evaluation criterion.
By dividing the dataset into three parts, 71 samples (60%) were used for the training set,
10 samples (10%) were used for the validation set, 21 samples (20%) were used for the test
set, and 8-fold cross-validation was adopted. Test results shows that the prediction effect of
the model is better improved. The average R2 for validation sets and test sets improved by
about 3.33%, which indicates that the new strong features are effective in improving the
accuracy of quality prediction.

3.4. Prediction Results of Single Model

This article chooses to include the following models: linear regression (LR), which is
very important in solving regression problems; random forest (RF) and extremely random-
ized trees (ExtraTrees), which use the bagging ensemble learning method; gradient-boosted
decision tree (GBDT); extreme gradient boosting (eXtreme gradient boosting; XGBoost); and
categorical boosting (CatBoost), which use gradients with the boosting ensemble learning
method to improve decision trees. The ensemble learning of bagging and boosting has
achieved good results in other fields. SVM (support vector machine) can obtain much
better results than other algorithms can on small-sample training sets and has unique ad-
vantages in the performance of high-dimensional regression problems. KNN also has good
practical application effects because of its mature theory and efficient training. All selected
models are supported by rigorous mathematical theory. All models were implemented
and optimized in Python 3.7. The operating system is a 64-bit Windows 7 with a quad-core
Intel Core I7 CPU @ 2.6 GHz (8 cpus) and 8.00 GB of RAM.

First, it is necessary to optimize the parameters of each monomer base model to
achieve the optimal prediction effect. In this paper, random and grid searches are used to
optimize the parameters to improve the training speed and accuracy. The essence of the
grid search method is to divide all the parameters to be searched into a grid with the same
length according to the established space search scope and the proposed coordinate system.
Next, a random search is used to select the best point for rough search with stride length in
a large range. Then, a smaller step size is used to search the grid near the best advantage to
select the optimal solution and repeat the above steps. The model’s generalization ability is
further improved through eight-fold cross validation to avoid overfitting.

The optimal parameters of each model are shown in Table 8. Statistical indicators
are calculated on the test set to evaluate the predictive performance of these eight models.
The prediction and evaluation results are shown in Table 9. For high-dimensionality and
small-sample regression quality prediction, SVR and linear regression perform the best
among the eight models. According to each statistical indicator, the RMSE of the SVR
prediction result is 0.0788, which is the smallest among all models. The MAE of the linear
regression prediction result is 0.0619, which is the smallest among all models. In the test set,
the SVR and linear regression model R2 is the highest, reaching 0.8883. KNN performed
the worst, with R2 of 0.6593. Except for RandomForest and KNN, all other models have R2

above 0.8.
The error of each model is shown in Figure 9. The error between the predicted value

of each single model and the true value is different in the prediction effect of each sample
point in the test set. It can be seen that different machine learning models have different
observation angles on the data space. The machine learning model with high prediction
performance cannot achieve better prediction results at every data point, and the model
with weak performance can also have small errors at some data points. Therefore, to
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achieve the optimal performance of the overlay ensemble learning model, it is necessary to
analyze the learning ability of each basic learner and the relevance of each learner, build a
stacking ensemble learning model, and use the advantages of each single model.

Table 8. Optimal parameters for each model.

Model Parameters Value

Linear Regression

KNN The number of neighboring points 3

RandomForest
Number of decision trees 100

Maximum characteristic number “sqrt”
Maximum depth of decision tree 3

GradientBoost

Learning rate 0.1
Number of decision trees 100

Maximum characteristic number “sqrt”
Maximum depth of decision tree 3

ExtraTrees
Number of decision trees 800

Maximum characteristic number “auto”
Maximum depth of decision tree 9

XGboost
Number of decision trees 600

Learning rate 0.1
Maximum depth of decision tree 4

SVR
Kernel RBF

C 2
gamma 0.01

CatBoost

Learning rate 0.01
L2 regular parameter 2

Tree deep 3
Loss function RMSE

Table 9. Forecast evaluation of statistical indicators.

Model R2 RMSE MAE

Linear Regression 0.8883 0.0799 0.0619

KNN 0.6593 0.1392 0.1162

RandomForest 0.7996 0.1068 0.0855

GradientBoost 0.8601 0.0890 0.0695

ExtraTrees 0.8616 0.0886 0.0730

XGboost 0.8091 0.1043 0.0755

SVR 0.8883 0.0788 0.0639

CatBoost 0.8083 0.1025 0.0819

3.5. Calculation of Correlation Degree of Each Model

In the first level of stacking models, a more diverse model is selected as the primary
learner. This is because different algorithms observe data in different data spaces and data
structures and build corresponding models according to their respective algorithm rules.
It effectively combines the advantages of various model algorithms, reduces the risk of
low-accuracy performance of a single model, and is suitable for high-dimensionality and
small-sample data.
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Therefore, based on ensuring the accuracy of prediction, the selection of algorithms
with large differences can maximize the advantages of different algorithms so that each
differentiated model can learn from each other. Diversity and difference make the ensemble
learning results more robust and accurate and improve the prediction effect. Considering
the complexity of models, the number of basic learning models should not be too large.

Metrics such as Pearson’s correlation coefficient [62], Spearman’s correlation coeffi-
cient [63], and Kendall’s correlation coefficient [63] in the existing methods are widely used
to measure the linear relationship between features or simple monotonous nonlinear data,
but they struggle to well represent the existing nonlinear relationship; the computational
complexity of the kernel density estimation (KDE) [64] algorithm and KNN metrics is too
high. In this paper, the maximal information coefficient (MIC) [34] is selected to measure
the linear or nonlinear correlation strength between the selected models, and the prediction
errors of each model are used for calculation. Compared with the correlation coefficient,
MIC can not only measure the linear and nonlinear relationship between variables in a large
amount of data, but also can widely dig out the nonfunctional dependence relationship
between the response variables. In addition, its computational complexity is low, and its
robustness is strong. The larger the MIC value, the higher the importance of the feature to
the response variable. The definition of mutual information is

I(X; Y) = ∑
x∈X

∑
y∈Y

p(x, y) log
p(x, y)

p(x)p(y)
, (26)

where X = {xi, i = 1, 2, . . . , n} and Y = {xi, i = 1, 2, . . . , n} are two random variables, and
n is the sample size. p(x) and p(y) are the marginal probability distribution densities of X
and Y.

Maximum mutual information is defined as

mic(x, y) = max
|X||Y|<B

max(I(X, Y))
log2(min(|X|, |Y|)) , (27)

where max(I(X, Y)) represents the maximum mutual information value; B is the upper
limit of grid partitioning and is a growth function related to the number of data samples n.
B = n0.6 has the best effect, and this paper takes the optimal value.

To optimize the performance of the stacking model in this paper, after completing
the hyperparameter optimization of each primary learner to improve learning ability, it is



Appl. Sci. 2022, 12, 23 23 of 29

necessary to further consider the correlation between the models and select the first-layer
base learner with large differences. On the premise of ensuring the accuracy of prediction,
it is necessary to add different kinds of prediction algorithms as much as possible. To
select the best base model for combination, the prediction error distribution of each optimal
primary learner is separately predicted, and the MIC is used as the correlation index. The
error correlation analysis of each base model is shown in Figure 10.
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Among them, random forest and ExtraTrees have the highest correlation, with a correla-
tion coefficient of 0.83, because both are ensemble methods of bagging, but the tree splitting
method has changed; the correlation between XGBoost and GBDT is also as high as 0.61,
because both are the integration methods of boosting. Random forest, ExtraTrees, XGBoost,
GBDT, and CatBoost were highly correlated; this is due to the fact that both bagging and
boosting are based on decision trees, although their principles are slightly different. The
differences in the way the algorithm observes the data are not very large. Because of its low
prediction accuracy and large inherent error, KNN has a high error correlation with other
models. The linear regression has a large gap with other models in training mechanism, so
the error correlation is low, and the correlation with SVR is relatively high, due to their high
prediction accuracy and the inherent errors that cause certain correlation.

3.6. Stacking Model Combination Performance Analysis

To verify the rationality of the abovementioned single-model combination method,
and due to the small sample, the input of the metamodel is obtained through eight cross-
validations to prevent overfitting. There is a significant gap in the prediction effect of
the ensemble model obtained by combining different single models. To further verify the
influence of base learner selection in the stacking ensemble learning model on the prediction
results, Table 10 and Figure 11 show the prediction results of different combination methods
on the test set.

The combination method Stacking_1 selects the model combination method with the
greatest correlation, and the result of the ensemble model is worse than the prediction effect of
the single model linear regression and SVM. The stacking model has an R2 of 0.8796, and MAE
and RMSE of 0.0607 and 0.0784, respectively. This is because the first-layer model contains the
most relevant random forest, ExtraTrees, GBDT, and XGBoost, which causes the data to be
repeatedly trained, resulting in overfitting, which reduces the accuracy of the model.
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Table 10. Prediction results of different stacking models.

Stacking Model Base Model Combination
The Evaluation Index

R2 MAE RMSE

Stacking 1 GBDT, Random Forest, XGBoost,
ExtraTrees, GBDT 0.8796 0.0607 0.0784

Stacking 2 SVR, XGBoost, Random Forest, GBDT,
CatBoost 0.9415 0.0441 0.0546

Stacking 3 SVR, XGBoost, ExtraTrees, Random
Forest CatBoost 0.9445 0.0435 0.0532

Stacking 4 Linear Regression, KNN, SVR,
CatBoost 0.9702 0.0304 0.0389
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builds a minimum correlation ensemble learning model. The ordinate of 28-day compressive strength
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The combination methods Stacking_2 and Stacking_3 choose random combination
models, which are both higher than the optimal single model prediction accuracy. The R2

of Stacking_2 model is 0.9415, and MAE and RMSE are 0.0441 and 0.0546, respectively. The
R2 of Stacking_3 model is 0.9445, and MAE and RMSE are 0.0435 and 0.0532, respectively.

The combination method Stacking_4 chooses the combination method that meets the
minimum correlation on the basis of having stronger models (linear regression, SVR, KNN,
CatBoost) to make the best use of the advantages of different algorithms to observe data from
different data spaces to ensure prediction accuracy, effectively improving the generalization
performance of the fusion ensemble model and showing the best predictive effect. The R2 of
Stacking_4 model is 0.9702, and MAE and RMSE are 0.0304 and 0.0389, respectively.

The experimental results show that it is necessary to analyze the correlation of each
model before constructing the stacking ensemble learning model. It is difficult to achieve
the best prediction effect by randomly selecting a model to build a stacking model. MIC can
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effectively analyze the linear and nonlinear correlation of the model, which provides strong
support for the model selection when constructing the stacking ensemble model. Compared
with the stacking 2 ensemble model and stacking 3 ensemble model constructed by random
selection, the most differentiated stacking model has an average increase of 2.72% in R2, an
average reduction of 1.34% in MAE, and an average reduction in RMSE of 1.5%.

In addition to choosing models with low relevance, the final prediction effect is higher
than that of the single model. The reason is that the stacking model makes full use of
the advantages of different types of algorithms, makes up for the poor prediction effect
of each algorithm, and further amends it through the second layer of learner. On the
other hand, a single model is more sensitive to data types. During the training process,
the model often has the risk of falling into a local minimum. The corresponding model
generalization performance may be poor, and the stacking model combines multiple base
learners to effectively reduce the risk of falling into a local minimum. The test results prove
that the stacking ensemble model has improved the accuracy of high-dimensionality and
small-sample data quality prediction.

3.7. Blending Ensemble Learning Method Prediction Results and Comparison of Multiple Models

According to the evaluation index parameters, the specific results of each algorithm
are shown in Figure 12. It can be determined that the R2 of the stacking ensemble learning
model is 0.9702. Compared with the blending ensemble learning model, linear regression,
and SVR, the R2 is increased by 0.0333, 0.0819, and 0.0819, respectively, and the average
increase is about 0.0657; the RMSE of stacking is 0.0389, which is reduced by 0.0178, 0.0410,
and 0.0399, with an average decrease of 0.0329; stacking’s MAE is 0.0304, with an average
decrease of 0.0137, 0.0315, and 0.0335, with an average decrease of 0.0262. That is, the fitting
effect of the stacking integration algorithm is obviously better than that of other single
models, and it has higher accuracy. The two ensemble learning models are higher than the
optimal single model. The R2, RMSE, and MAE of the stacking ensemble learning model
are better than the hybrid algorithm, which proves the feasibility of the established model.
The stacking ensemble learning model is more suitable for high-dimensional, small-sample
quality regression prediction.
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4. Discussion

This article combines the characteristics of high-dimensional, small-sample regres-
sion prediction. UCI’s real dataset is used to verify the feasibility and effectiveness of
the algorithm. The box plot method and the MICE algorithm are used to detect and re-
place the outliers in the features in the database, respectively. In addition, OLS is used
to further detect abnormal sample values with the help of studentized residual, leverage,
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Cook’s distance, and DFFITS distance to avoid the impact of strong influential points on
the prediction accuracy. To further increase the accuracy of regression prediction, using
the function of CatBoost feature combination, adding a strong combination feature as a
new feature, and verifying that the new feature set is compared with the original feature,
CatBoost shows an average R2 increase of 3.333% on the verification set and the test set.
Box–Cox transformation was performed on the features with skewness greater than 0.5 to
make them conform to the approximate normal distribution and standardize the data.
Then, by dividing the database into a training set (70%), validation set (10%), and test
set (20%), R2, RMSE, and MAE were used as model evaluation indicators. Through the
data preprocessing, strong combination feature construction, and grid search methods
in this paper, a single model has achieved good prediction results. Aiming at the prob-
lem that the single-model prediction accuracy is still insufficient in the actual production
process, a regression prediction algorithm based on stacking model fusion is proposed.
Different regression models were combined through the stacking method, and eight-fold
cross-validation was used to prevent overfitting. Performing model correlation analy-
sis before model establishment can effectively measure the differences between models.
Maximizing model differences can effectively combine the advantages of single-model
prediction algorithms. When one observes the data space and structure from different
angles, different algorithms complement each other to obtain the best prediction model.

Table 11 longitudinally compares the R2, RMSE, and MAE of the minimum correla-
tion stacking ensemble learning model, the blending ensemble learning model, and the
single model optimized by hyperparameters. Experiments show that the minimal cor-
relation stacking model can achieve the best prediction effect, and R2, RMSE, and MAE
are 0.9702, 0.0389, and 0.0304, respectively. The basic model of the stacking algorithm is
used to synthesize the prediction results of the multidimensional prediction model, which
overcomes the shortcomings of single model generalization and poor applicability. In a
single model, the machine learning algorithms linear regression, GradientBoost, ExtraTrees,
SVR, XGboost, CatBoost, RandomForest and KNN obtained R2 values of 0.8883, 0.8601,
0.8616, 0.8883,.0.8091, 0.8083, 0.7996, and 0.6593, respectively. The RMSE values were 0.0799,
0.0890, 0.08860.0788, 0.1043, 0.1025, 0.1068, and 0.1392, respectively. The MAE values were
0.0619, 0.0695, 0.0730, 0.0639, 0.0755, 0.0819, 0.0855, and 0.1162, respectively. The minimal
correlation stacking model increased the R2 value by 8.19%, 11.01%, 10.86%, 8.19%, 16.11%,
16.19%, 17.06%, and 31.09%, and decreased the RMSE value by 4.1%, 5.01%, 4.97%, 3.99%,
6.54%, 6.36%, 6.79%, and 10.03%, respectively. The MAE values decreased by 3.15%, 3.91%,
4.26%, 3.35%, 4.51%, 5.15%, 5.51%, and 8.58%, respectively, showing satisfactory predic-
tive performance. Compared with the blending ensemble learning method of optimal
model combination, the proposed stacking model also achieved better results. Our study
demonstrates that the stacking model has excellent accuracy and high application value in
high-dimensional, small-sample regression prediction and shows unique advantages.

Table 11. Comparison of single model, blending ensemble model, and stacking ensemble model.

Model R2 RMSE MAE

Stacking 0.9702 0.0389 0.0304

Blending 0.9369 0.0567 0.0441

SVR 0.8883 0.0788 0.0639

Linear Regression 0.8883 0.0799 0.0619

ExtraTrees 0.8616 0.0886 0.0730

GradientBoost 0.8601 0.0890 0.0695

XGboost 0.8091 0.1043 0.0755

CatBoost 0.8083 0.1025 0.0819

RandomForest 0.7996 0.1068 0.0855

KNN 0.6593 0.1392 0.1162
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5. Conclusions

In the selection of the base model of the stacking ensemble model, in order to achieve
higher prediction performance, on the one hand, it is necessary to integrate low-relevance
and diversified machine learning algorithms. On the other hand, the predictive ability
of a single model will also have an impact. In future research, the following issues will
be further discussed in depth. Considering that the stacking design is more complicated,
the parameter selection of a single model requires multiple trainings, which increases
the training time, and small-sample data also takes a long time. Therefore, modeling
optimization is necessary in future research. The process is further divided into parallel,
reducing the complexity of the algorithm, ensuring the accuracy of prediction, and reducing
the calculation time.

The stacking ensemble model is used to predict the manufacturing quality. The experi-
mental results show that the stacking ensemble model, with strong forecasting ability and
low-correlation base learner combination, has good accuracy and high application value
in high-dimensional, small-sample quality forecasting. Therefore, the proposed stacking
ensemble model has high forecasting accuracy and stability, and several application values,
as follows: (1) it provides quality regression prediction guidance for the high-dimensional,
small-sample production of small samples with high-dimensionality, and (2) it is beneficial
for enterprises to find quality problems of production products in time, to avoid losses and
improve competitiveness in the market.
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