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Abstract: Nowadays, recommender systems (RS) are no longer evaluated only for the accuracy of 

their recommendations. Instead, there is a requirement for other metrics (e.g., coverage, diversity, 

serendipity) to be taken into account as well. In this context, the multi-stakeholder RS paradigm 

(MSRS) has gained significant popularity, as it takes into consideration all beneficiaries involved, 

from item providers to simple users. In this paper, the goal is to provide fair recommendations 

across item providers in terms of diversity and coverage for users to whom each provider’s items 

are recommended. This is achieved by following the methodology provided by the literature for 

solving the recommendation problem as an optimization problem under constraints for coverage 

and diversity. As the constraints for diversity are quadratic and cannot be solved in sufficient time 

(NP-Hard problem), we propose a heuristic approach that provides solutions very close to the op-

timal one, as the proposed approach in the literature for solving diversity constraints was too ge-

neric. As a next step, we evaluate the results and identify several weaknesses in the problem formu-

lation as provided in the literature. To this end, we introduce new formulations for diversity and 

provide a new heuristic approach for the solution of the new optimization problem. 
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1. Introduction 

Item recommendations from traditional recommender systems are in most cases 

based on the highest predicted ratings for each user. Of course, this criterion is crucial for 

the success of a recommender system, as it proposes items that the users seem to be inter-

ested in. However, it may not be sufficient when it is the only metric taken into consider-

ation. This is because it fails to enable the users to explore new content, and the recom-

mendations for each user tend to be very similar to each other. As a result, relatively un-

known and innovative items may never be discovered by the users. Moreover, most users 

are recommended items of a certain type. This problem is magnified for content-based 

recommender systems. 

These weaknesses have been realized early by scientists and researchers, and several 

alternative metrics for the evaluation of recommender systems have been defined, includ-

ing coverage, diversity, fairness, serendipity, and novelty. Regarding coverage, according 

to [1] an item is covered if it is recommended to at least a certain number of users. Diver-

sity is the average dissimilarity between all pairs of users or items in the result set (per 

item and per user diversity) [2]. Serendipity in a recommender system is the experience 

of receiving an unexpected and fortuitous item recommendation [3]. Fairness is mostly 

used for group recommendations and its intuitive meaning is that a set of items needs to 

be recommended to a group of users, so that each group member is satisfied in a fair 

manner [1]. Novelty of any information is defined as the proportion of unknown and 

known information with respect to the user [4]. 
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Furthermore, it is worth mentioning that, in the last few years, the focus has been 

shifted from users that receive recommendations to all stakeholders involved in a recom-

mender system. Specifically, the main beneficiaries are item providers, users, and the rec-

ommendation system operator. This holistic paradigm in recommender systems, in which 

all stakeholders need to be jointly taken into consideration, is widely known as the Multi-

Stakeholder Recommender Systems (MSRS) paradigm [5]. 

1.1. Objectives 

The paper at hand focuses on item providers that pose requirements for fair item 

recommendations in terms of the coverage and diversity of users to whom each provider’s 

items are recommended. The notion of fairness here implies that the items of each pro-

vider are recommended to a similar number of users as items of other providers, as well 

as that the users to whom a provider’s items are recommended are as diverse as the users 

that items of other providers are recommended. More specifically, provider fairness (p-

fairness) [6] requirements in terms of coverage and diversity are introduced as constraints 

that need to be fulfilled for each item provider. Hence, average user coverage and diver-

sity per item for each provider should reach at least a certain target, while the expected 

satisfaction from the provided recommendations should remain as high as possible. 

To this end, the presented recommender system aims at maximizing the total pre-

dicted rating of the recommendation lists, as well as satisfying the requirements for fair 

user coverage and diversity per item provider. Specifically, the problem is formulated as 

a mathematical optimization problem as proposed in the literature [7]. Moreover, the pro-

posed methodology for the solution of the problem is followed. As the problem is not 

linear and hence it is not computationally feasible to be solved, and due to the fact that in 

the literature the solution for diversity is not adequately described, a heuristic algorithm 

which finds solutions that are very close to the optimal one and also fulfill the diversity 

constraints is introduced. As a next step, the results and the limitations of the proposed 

approach are presented in brief, and several weaknesses of the proposed formulation are 

identified. Moreover, two new mathematical definitions for provider diversity are pro-

posed to address the identified weaknesses of the planned approach by the literature, and 

a high-level methodology is proposed for the solution of the new optimization problem. 

Finally, several limitations of the newly proposed approach are concisely presented, along 

with future extensions for the proposed framework. 

1.2. Research Questions 

The paper at hand has as its main objective to answer the following research ques-

tions: 

RQ1. How provider fairness in terms of user coverage and diversity can be achieved 

in recommender systems? 

RQ2. Are the results of the proposed methodology satisfactory? 

RQ3. What are the limitations of the proposed methodologies? 

RQ4. How can the aforementioned limitations be abated? 

1.3. Contribution 

The purpose of the publication at hand is to build a recommender system that will 

provide fair recommendations across the different item providers in terms of the coverage 

and diversity of users to whom their items are proposed. In this context, its contribution 

is multifold and includes: 

 Review of the recent literature about provider fairness, coverage, and diversity. 

 Formalization of the problem at hand, as provided in the literature. 

 Application and extension of the proposed methodology to a public and well-known 

dataset. 
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 Because the proposed solution in the literature is vague in terms of solving the diver-

sity constraints, in this publication, we present a concrete heuristic approach for solv-

ing the latter. 

 Evaluation of the results and discussion on the proposed solution. 

 Introduction of new definitions for quantifying diversity, as the proposed approach 

in the literature posed significant limitations. 

 Introduction of new high-level heuristic approaches for solving the newly-defined 

diversity constraints as the problem for diversity remains NP-Hard. 

2. Background and Related Work 

There is a plethora of publications that acknowledge the need to go beyond the accu-

racy of recommendations in recommender systems. However, there is no commonly ac-

cepted approach for quantification of the alternative evaluation metrics of the latter. To 

this end, in this section we provide a literature review of the recent work in the MSRS 

paradigm, and the evaluation metrics of diversity, coverage, and fairness, in terms of their 

definitions and usage. As a next step, we present a publication that proposes a framework 

for providing multi-stakeholder recommendations with provider coverage and diversity 

constraints and the proposed solution. Finally, we discuss how the approach proposed in 

the publication at hand goes beyond the state-of-the-art. 

2.1. Multi-Stakeholder Recommender Systems (MSRS) 

The MSRS paradigm has gained significant popularity in the last few years. This par-

adigm, in contrast to the traditional one that puts the user (recommendation receiver) in 

the center of attention, also takes into consideration other stakeholders of recommender 

systems [5,8] such as item providers, the recommender system operator, and society in 

general. In this context, several recent studies focus on this paradigm. Specifically, Refs. 

[5,8] identify the need for examining recommender systems from the different stakehold-

ers’ perspective and introduce the multi-stakeholder recommender systems paradigm. On 

the other hand, Abdollahpouri et al. [9] investigated multi-sided fairness in multi-stake-

holder recommendations and how different fairness concerns can be introduced in such 

systems. Moreover, Milano et al. [10] analyzed the ethical aspects of MSRS. Furthermore, 

Refs. [11,12] review the existing case studies, methods, and challenges, and propose new 

research directions for MSRS. Last but not least, Refs. [13,14] present applications of the 

MSRS paradigm. The first introduces provider constraints to the multi-stakeholder rec-

ommendation problem and formulates it as an integer programming optimization model 

that is solved using an approximation and can achieve satisfactory results in real use cases. 

On the other hand, in the second article the authors developed a multi-objective binary 

integer programming model to allocate sponsored recommendations. As a next step, they 

present an algorithm to solve the problem in a computationally efficient way. The pro-

posed approach was applied to a real use case with good results and is easily applicable 

to existing recommender systems as it is applied as a form of postprocessing. 

Of course, in the publication at hand, we are not examining MSRS in general; instead, 

we focus on the metrics of coverage and diversity across provider items and address the 

need for fairness across the latter. Therefore, it is worth presenting the different definitions 

of coverage, diversity, and fairness. 

2.2. Coverage 

Ge et al. [15] defined as item coverage, the proportion of items for which the system 

is able to generate recommendations (prediction coverage), or the proportion of available 

items that are recommended to a user (catalog coverage).  

It needs to be noted that the previous definitions refer to coverage in items. However, 

a less popular term is user coverage and is defined as the proportion of users to whom 

specific items have been recommended [16]. User coverage poses significant interest for 



Appl. Sci. 2022, 12, 4984 4 of 20 
 

lists of items, meaning that it is important for an item provider to be aware to what pro-

portion of the users his items have been recommended. In this publication, one of the 

goals of the recommender system is to fulfill user coverage constraints for the different 

providers.  

Although the coverage has been mentioned in a variety of publications, in most cases, 

it is calculated after the recommendations have been provided and is used only for system 

evaluation, without being taken into consideration during the recommendation process 

[15–18]. In [1], Koutsopoulos et al. include constraints for user coverage to the recommen-

dation problem definition. Specifically, they formulate the system recommendation prob-

lem as a mathematical optimization problem with constraints for coverage. This approach 

is close to the approach followed in the context of this publication.  

2.3. Diversity 

Concerning diversity, a variety of definitions is available in the literature [16]. More 

specifically, it has been defined as the average pairwise distance among the proposed 

items, or the total pairwise distance among the recommended items [19]. The first defini-

tion is the most popular in the literature. Another interesting aspect of diversity is how 

the distance (or dissimilarity) is calculated. For instance, when items are modeled as con-

tent descriptors, the dissimilarity is calculated through taxonomies [19], while when they 

are represented as vectors of terms the dissimilarity is calculated through the complement 

of Jaccard [20] or cosine similarity [21]. On the other hand, when items are represented as 

vectors of rankings, the most suitable metrics are Hamming distance, the complement of 

Pearson similarity [22], or the complement of cosine similarity [21]. In our case, we use the 

complement of Pearson similarity, and the items are represented as vectors of rankings. 

Of course, there are more approaches for the calculation of distance among items, but 

these will not be examined in the scope of this publication [20,23].  

Similar to diversity for items, diversity for users can also be defined. The idea is that 

an item would be worth recommending to as many differentiated users as possible. In this 

context, the diversity for users can be defined as the average pairwise distance among the 

users to whom an item is recommended. This definition may not be important for indi-

vidual items or users, but can be of utmost importance for item providers who intend to 

maximize the diversity of users to whom their items are recommended. This type of di-

versity is thoroughly analyzed under the context of this paper. 

2.4. Fairness 

Regarding fairness, in most cases it refers to omitting or reducing prejudice from a 

machine learning model or a recommender system [6]. However, recommender systems 

in most cases provide personalized recommendations, and as a result it is difficult to omit 

prejudice. Moreover, in most cases recommender systems are used by different stakehold-

ers, and fairness issues may be raised for different stakeholder groups. Therefore, a rec-

ommender system, as well as for securing fairness for customers, should also be fair for 

item providers. For this reason, Burke et al. [6] defined fairness for different stakeholders. 

Specifically, fairness is divided to customer fairness (C-fairness) and provider fairness (P-

fairness). In the current publication, provider fairness implies that the items of each pro-

vider are recommended to a similar number of users as items of other providers, and that 

the users to whom a provider’s items are recommended are as diverse as the users that 

items of other providers are recommended to, and this is the ultimate goal of this study. 

There are a number of practical applications for addressing provider fairness in rec-

ommender systems. For instance, Borrato et al. [24] evaluate provider fairness in terms of 

disparities in relevance, visibility, and exposure for minority groups and propose a treat-

ment that combines observation up-sampling and loss regularization for user-item rele-

vance scores, with satisfactory experimental results. In comparison to the paper at hand, 

the aforementioned work focuses on fairness across minorities, while the current study 

approaches all item providers as equal and provides a recommendation strategy that 
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achieves at least a certain amount of average coverage and diversity per item for each 

provider, if such a strategy exists. On the other hand, the previous study enables the as-

sociation of an item with more than one provider, which is not the case in the paper at 

hand, because the problem would be much more complex. 

Furthermore, Sonboli et al. [25] acknowledged that individual preferences may limit 

the ability of an RS to produce fair recommendations. Moreover, they introduced a re-

ranking approach for fairness-aware recommendations that learns users’ preferences 

across multiple fairness dimensions instead of a single sensitive feature such as race. This 

approach achieved better experimental results than other approaches in the literature. Un-

like our study, the aforementioned approach also focuses on re-ranking of recommended 

items, which is not the case in this study. Moreover, the aforementioned work pays atten-

tion to the diversity of items a user is recommended, while our approach focuses on user 

diversity for provider items, as well as user coverage of items for each provider. 

Moreover, Gomez et al. [26] acknowledge the provider fairness in terms of geo-

graphic imbalance in educational recommender systems. Their study was based on real-

world data and observe that data are highly imbalanced in favor of the United States, in 

terms of open courses and interactions. As traditional RSs tend to reinforce the most rep-

resented countries (or providers in general), this study proposes an approach that regu-

lates the share of recommendations for each country and their position in the recommen-

dation list. The definition of fairness in the aforementioned publication is the closest to 

the definition of the paper at hand, as it recognizes the lack of equity in recommendations 

across different countries in terms of visibility and exposure, while the paper at hand aims 

to address the imbalance (lack of equity) in the coverage and diversity of users across the 

different item providers. 

Another notable work about fairness in recommender systems is presented in [27]. 

In this study, Beutel et al. evaluate algorithmic fairness in a real-world recommender sys-

tem and showcase that measuring fairness based on pairwise comparisons from random-

ized experiments is a tractable means for reasoning fairness in rankings and propose a 

new regularizer that helps to significantly enhance pairwise fairness to a large-scale pro-

duction RS. The proposed approach can identify and improve systematic mis-ranks or 

under-ranks of items of a particular group. On the other hand, the current study produces 

recommendations based on predefined thresholds for average diversity and coverage in 

users for the items of each provider, and as already mentioned does not take into consid-

eration the rank of each item in the recommendation list. 

Other practical applications for addressing fairness in recommender systems are pre-

sented in [28,29]. 

2.5. Problem Formalization 

After presenting MSRS, as well as the main evaluation metrics that are examined in 

the context of this publication, alongside several applications of the latter in RS, it is worth 

presenting the work conducted by Koutsopoulos et al. [7]. In this publication, authors 

provide a mathematical formalization for the problem of fairness across item providers in 

terms of user coverage and diversity. Therefore, the problem at hand, along with the pro-

posed solution as defined by Koutsopoulos et al. [7], are presented in brief. 

According to Koutsopoulos et al. [7], a set of items, I, and a set of users, U, are con-

sidered along with some baseline recommendation system (in our case, item-based Col-

laborative Filtering) that generates recommendation lists, Lu, for each user, u. Addition-

ally, that C is the number of providers, and each item belongs to exactly one provider, 

while Ic is the set of items of provider c, c = 1, …, C for each user, u, and item, i, of a 

provider. Finally, riu denotes the predicted rating with the baseline RS algorithm.  

It is worth mentioning that the proposed methodology can be generalized for cate-

gories or classes of items. In particular, C can also denote the number of categories or 

classes and not necessarily the different providers. Hence, from now on, provider and 

category will be used interchangeably in the problem at hand. 
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The output of the recommendation algorithm is a list of recommended items for each 

user. Each recommendation list has size L. Additionally, Lu denotes the set of items rec-

ommended to the user, u. Lu’ denotes the new list of recommended items that should 

satisfy coverage and diversity constraints. 

Moreover, x = (xiu: i ϵ I, u ϵ U) denotes the new Boolean recommendation policy (if 

xiu = 0, item i is not recommended to user u, if xiu = 1, item i is recommended to user u) 

that should be found. The total deviation between the baseline recommendation lists and 

the new recommended ones is: 

Cost(x) = 
�

�|�|
(∑ ∑ ����∈���∈� −  ∑ ∑ ��� ∗ ����∈��∈� ), (1)

Regarding provider coverage, it is calculated as the sum of the item coverage values 

for each item of a provider or category. Thus, the average per item user coverage for items 

of a given provider, c, is: 

Cov(c,x) = 
�

|��|
∑ ∑ ����∈��∈�� , (2)

Concerning per item diversity of users of provider, c, it is calculated for each pro-

vider, c, as follows: 

Div(c,x) = 
�

|��|
∑ ∑ ∑ ��� ∗ ��� ∗ ����∈�,����∈��∈�� , (3)

where duv is the dissimilarity between users u and v. 

Instead of the absolute category diversity, the average normalized diversity (per 

item, per user pair) that will be used is defined as: 

���(�, �) =  
�

|��|

∑ ∑ ∑ ���∗���∗����∈�:����∈��∈��

(∑ ∑ ����∈��∈�� )∗(∑ ∑ ����∈��∈�� ��)
 , (4)

or simpler: 

���(�, �) =  
�

|��|

∑ ∑ ∑ ���∗���∗����∈�:����∈��∈��

��|��|∗(��|��|��)
 , (5)

and the constraints for provider coverage become: 

���(�, �)  >= �� , (6)

and for diversity: 

����(�, �) >= �� , (7)

where Kc is the minimum user coverage for the items of a provider, c, and Dc is the mini-

mum threshold for average per item and per user pair diversity for provider, c. 

Along with the optimization problem in the same publication, a solution for the cov-

erage constraints in polynomial time is provided, and a low complexity heuristic ap-

proach on top of the coverage solution is proposed in order to also solve the diversity 

constraints. The results of the proposed approach show satisfactory performance, accord-

ing to the authors. 

In the context of this publication, we follow the proposed methodology and intro-

duce a heuristic algorithm for the solution of the diversity constraints. This is because the 

approach proposed in the aforementioned publication was too generic, suggesting the 

recommendation of items to users that increase diversity of a category the most and sub-

stituting item recommendations with low ranking on the condition that they do not vio-

late coverage constraints. Because it is not easy or obvious to calculate which item recom-

mendations should be substituted, we provide a more concrete approach, and evaluate 

the results. As a next step we identify several weaknesses with the current definition for 

diversity and provide two new definitions for it that address the identified weaknesses. 

Finally, we propose a new heuristic approach for the solution of the newly defined prob-

lem. 
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3. Heuristic Solution Approach 

In this section, we present the overall methodology that has been used in order to 

solve the recommendation problem. It consists of three steps: (a) find a solution for the 

unconstrained problem, according to the best predicted ratings, (b) find a solution that 

deviates the least from the unconstrained solution, subject to the constraints for coverage, 

and (c) based on the solution that fulfills the constraints for coverage and with the mini-

mum possible deviation from the previous solution, change the recommendation lists in 

a way that increases the most the diversity for the providers that do not fulfill the afore-

mentioned constraints, on condition that the constraints for coverage and diversity that 

are fulfilled still hold. 

3.1. Baseline Solution (Unconstrained Problem) 

The first step of the methodology is to find a solution for the unconstrained recom-

mendation problem. For this problem, item-based collaborative filtering is selected as the 

most proper technique. Specifically, as a first step we create the user-item matrix and pre-

dict the ratings of the users for items that they have not rated yet. To do this, we use the 

K nearest neighbors (KNN) technique [30]. After some experimentation, the best predic-

tions were occurring for K = 20. As a similarity metric we used the Pearson similarity [22]. 

The result of this methodology is a list of items with the best predicted ratings for 

each user. The results of this approach are used to form the optimization problem of the 

next steps. 

3.2. Addressing Coverage Constraints 

Having available the solution from the unconstrained problem, we can solve the 

problem subject only to the coverage constraints. The optimization problem as described 

in [7] can be described from the following equations: 

max (
�

�|�|
∑ ∑ ��� ∗ ���)�∈��∈�  , (8)

subject to: 

���(�, �) =  
�

|��|
∑ ∑ ��� ≥ ���∈��∈�� , ��� ∈ {0,1} , (9)

∑ ����∈� = � , for all � ∈ U (10)

where all the symbols have been described in the previous section. Specifically, the goal 

is to maximize the total predicted rating of the new recommendation list, while average 

coverage for the items of each provider should be at least Kc (items of provider, c, should 

be recommended on average to at least Kc users. The last constraint denotes that each user 

receives exactly L recommendations. 

As described also in [7], the optimization problem with coverage constraints is linear 

and hence solvable and can be solved in polynomial time. The results of the problem sub-

ject to coverage constraints are a list of recommended items for each user; these have the 

highest predicted rating by each user, that allow coverage constraints to be fulfilled. The 

aforementioned recommendation lists will be used as a starting point, in order to find a 

solution that also fulfills the constraints for diversity. 

3.3. Addressing Diversity Constraints 

Regarding the objective of diversity, the following constraints should be added to the 

previous model: 

���(�, �) =
�

|��|

∑ ∑ ∑ ���∗���∗����∈�,����∈��∈��

��|��|∗(��|��|��)
≥ � , (11)
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where all the symbols have been described in the previous section. Specifically, the con-

straints for diversity denote that the average user diversity per item for items of each pro-

vider should be at least D.  

As the formula for computing the Diversity is in quadratic form, the problem be-

comes much more complex.  

Specifically, the problem at hand, as also identified by Koutsopoulos in [7], is a quad-

ratic constraint integer programming problem, which is NP-Hard. As such, instead of try-

ing to find the optimal solution to the problem, it was decided to develop a heuristic ap-

proach that finds a solution close to the optimal, which is also the approach proposed by 

Koutsopoulos et al. [7]. In the aforementioned publication, the approach proposed for ful-

filling diversity constraints is applying item substitutions across providers, through 

switching of recommended items between users with priority to switches that mostly im-

prove diversity, after making sure that coverage constraints are still satisfied. However, 

this approach is too generic, as calculating provider diversity and coverage at every step 

is not an easy task, while it is even more complex to identify the items that increase the 

diversity the most and the ones that should be omitted from the recommendation list. For 

this reason, we investigated the definition of diversity more deeply and propose a more 

concrete approach. 

Specifically, for the development of a heuristic solution, a thorough exploratory anal-

ysis has been performed on the data to identify how diversity is influenced by other met-

rics, such as dissimilarity. At first, the intuition was that diversity would increase if an 

item was recommended to the most dissimilar set of users. However, the initial intuition 

has been proven wrong.  

What was observed instead is that the most influential factor for increasing or de-

creasing the diversity was the number of users to whom an item has been recommended. 

Specifically, the higher the number of users to whom the most recommended item of a 

provider was recommended, the higher is the diversity for the specific provider. 

Therefore, a high-level algorithm has been designed in order to address diversity 

constraints. It uses as a starting point the solution that fulfills the coverage constraints as 

described in the previous subsection. As a next step, it calculates the diversity for all cat-

egories (providers) and finds the ones that do not fulfill the diversity constraints. For all 

the aforementioned categories, it finds their most recommended item and the users to 

whom it was not recommended, ordered by their predicted rating for that item, and if 

they have been recommended with items from categories for which diversity constraint 

is fulfilled, the item with the worst predicted rating that belongs to a category which ful-

fills the diversity constraint is no longer recommended to them. Instead, it is substituted 

by the most recommended item of the category that needs to fulfill the diversity con-

straint, on condition that diversity constraint for the category of the swapped item still 

holds. This procedure is applied until the diversity constraint of the specific category is 

fulfilled.  

A high-level but more detailed overview of the developed algorithm of the heuristic 

solution that was applied is presented in the following algorithm (Algorithm 1): 

Algorithm 1. Heuristic algorithm for addressing diversity constraints. 

1: Xcov = calculate_solution_for_Coverage(A_pred, Kc) // as a linear programming problem through 

cvxpy 

2: Xnew = Xcov // copy Coverage solution as a starting point for the final solution 

3: foreach category c: 

4: Div[c] = calculate_Diversity_for_category(Xnew, c) // as described in formula (11) 

5: categories_ordered_by_Diversity = argsort(Div) 

6: categories_ordered_by_Diversity_desc = reverse(categories_ordered_by_Diversity) 

7: categories to change, changeable_categories = [], categories_ordered_by_Diversity 

8: foreach category c in categories_ordered_by_Diversity: 

9: If Div[c] < D: 
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10:  Categories_to_change.add(c) 

11:  changeable_categories.remove(c)  

12: foreach category c in categories_to_change: 

13: Most_recommended_item[c] = find_most_recommended_item_of_category(c) 

14: Users_to_recommend = argsort(A_pred[most_recommended_item[c]]) 

15: Users_to_recommend_except_recommended=users not recommended with the most recommended item  

16: foreach user u in users_to_recommend_except_recommended: 

17:  foreach category c2 in changeable_categories: 

18:   rec_items_of_categ_to_usr = find_rec_items_of_category_to_user(c2, u) 

19:   foreach item i in rec_items_of_categ_to_usr: 

20:    Xnew[u,i] = 0 

21:    Xnew[u, most_recommeded_item[c]] = 1 

    // Calculate new Coverage for category c2 according to formula (9) 

22:    Cov_xnew[c2] = calculate_Coverage_for_category(X_new, c2) 

    // Calculate new Diversity for categories c2 and c according to formula (11) 

23:    Div_xnew[c2] = calculate_Diversity_for_category(Xnew, c2) 

24:    Div_xnew[c] = calculate_Diversity_for_category(Xnew, c) 

    // If Coverage or Diversity constraints for c2 are violated rollback 

25:    If Cov_xnew[c2]< K[c2] or Div_xnew[c2]<D: 

26:     Xnew[u,i] = 1 

27:     Xnew[u, most_recommended_item[c2]] = 0 

28:    Else if Div_xnew[c] > D: 

29:     Break (line 12) 

 

For more information, the code of the experiment is available in Github [31]. 

The algorithm that has been developed follows a greedy approach and avoids back-

tracking to find a better solution, in case a good enough solution has been found at a pre-

vious step. Therefore, the problem becomes efficiently solvable in terms of time and 

memory. The complexity of the algorithm in the worst-case scenario is O(L*U*Ctc*Ccc), 

where Ctc are the providers for which the diversity constraint does not hold and Ccc are 

the providers for which the diversity constraint holds. More simply, the complexity in the 

worst-case scenario is O(L*U*C2). This is because, in the worst case, all items need to be 

accessed for all users, and the latter have to be accessed for all changeable categories and 

for all categories or providers that need to change. However, the algorithm completes 

much earlier in most cases because once a category’s diversity constraint is fulfilled it pro-

ceeds with a new category of items, without accessing all the users and items. 

4. Experiment Details and Results 

In this section, we present the dataset that was used and the preprocessing that took 

place for the solution of the problem. Afterwards, we present the experiment and the re-

sults of the heuristic solution. 

4.1. Dataset Overview and Preprocessing 

The dataset that was used in the context of this publication is a dataset for movie 

recommendations, and it was taken from MovieLens [32]. The initial dataset of ratings 

consists of 9724 items (movies) and 610 users. As the dataset is very sparse and there were 

limited computational resources, the experiments were executed for a subset of items. 

More specifically, movies that had 10 or less ratings were filtered out, and as a result only 

2121 movies were kept. 
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4.2. Baseline (Unconstrained) Solution 

After the preprocessing phase, the user-item ratings matrix was created, based on 

which the analysis and modeling was performed. Regarding the baseline solution and the 

coverage constraints, the methodology described in [7] has been followed. 

Specifically, after applying five-fold cross validation to the user item (80–20% train-

ing and test sets, accordingly), the Pearson similarity between items in the training set is 

computed, and after some experimentation only the 20 nearest neighbors are kept for each 

item. More specifically, 20 nearest neighbors led to the lowest Mean Squared Error in pre-

dicted ratings on the test set of the initial dataset. Afterwards, based on this similarity 

metric, ratings for items of the test set were estimated. As a next step, the performance of 

the item-based Collaborative Filtering (CF) based on mean squared error, which measures 

the squared difference between predicted and actual ratings, was evaluated. The resulting 

mean squared error was 0.8605 for the test set. This means that the model had a relatively 

satisfactory performance, as the predicted ratings deviate 0.86 stars from actual ones in 

the test set.  

Therefore, by adopting this baseline recommendation system, the ratings that users 

would give to items, which they have not rated so far, are predicted (null values in the 

initial user-item ratings matrix). The final output is a list of 10 items for each user with the 

highest predicted ratings that the algorithm produces with no further constraint. The re-

sulted average rating for recommended items for all users was 4.938. 

4.3. Item Providers or Categories 

The result of the item-based CF method maximizes the sum of ratings that the rec-

ommended movies provide; however, the total rating is not the only metric that should 

be taken into consideration as the objective of the problem. In particular, the goal of this 

problem is to make sure that the coverage and the diversity metrics for each item provider 

will also be taken into consideration. As described by Koutopoulos et al. [7], this is 

achieved by setting thresholds for the value of both Coverage and Diversity for each item 

provider. 

Because coverage and diversity are defined as provider-related metrics, different 

providers have been created, and each item is connected to a specific one. The experiment 

has been conducted for different numbers of item providers with similar results. There-

fore, only the results for twenty item providers are presented. Specifically, twenty item 

providers were created, and only one provider was assigned to each item. The provider 

assignment was performed randomly, with uniform probability, and as a result the dis-

tribution of providers is almost uniform, as shown in the Table 1: 

Table 1. Different providers or categories and their number of items. 

Cate-

gory 
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 

Items 101 91 105 115 105 107 90 121 101 101 90 114 94 120 115 104 114 108 107 118 

4.4. Coverage Solution 

The coverage constrained problem was solved for discrete values of x (specifically 0 

and 1) because an item is either recommended or not recommended to a user. For the 

solution of the problem, the cvxpy [33] python library was utilized. Although the new lists 

for different values of K are different from the baseline lists, Lu, the results of the total 

rating for different coverage thresholds found with the discrete solution are the same for 

different values of coverage. In particular, the total rating is the same for K = 1, 1.5, 2, 2.5, 

while for K ≥ 3 there is no solution. This fact occurs because there are many excellent rat-

ings (rating = 5) in the predicted rating matrix, and the items of the new lists Lu’ are dif-

ferent from the ones of the baseline recommendation list Lu, but the new recommended 
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items are rated perfectly, the same as the old ones (5 stars). However, the distribution of 

coverage changes per item provider (category), as shown in Figures 1 and 2: 

 

Figure 1. Coverage per provider for K = 1 and K = 1.5. 

 

Figure 2. Coverage per provider for K = 2 and K = 2.5. 

As observed from the figures above, as K increases, the coverage tends to be more 

uniform. 

4.5. Final Solution 

As already mentioned, the solution for coverage is used as a starting point in order 

to find a feasible solution that also fulfills the diversity constraints. As a next step, the 

heuristic approach of Algorithm 1 has been followed. The result of the proposed solution 

is shown in Figure 3: 
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Figure 3. Average rating for different values of diversity and coverage. 

As observed in the figure above, for every value of coverage, as the diversity thresh-

old increases, the average rating of recommended items is similar or drops. Furthermore, 

for greater coverage thresholds, the problem becomes more difficult to solve and the av-

erage rating drops more rapidly with the increase of diversity threshold. More specifically 

for coverage threshold Kc = 2.5, the problem has no solution for a Diversity threshold 

greater than 0.0005. In Table 2, the total and average rating of the recommended items are 

presented for different values of Diversity threshold and for Coverage threshold Kc = 1 

and Kc = 2.5. 

Table 2. Average and total rating for different values of diversity and coverage. 

Diversity  

Threshold D 

Total Rating  

(Kc = 1) 

Average Rating 

(Kc = 1) 

Total Rating 

(Kc = 2.5) 

Average Rating 

(Kc = 2.5) 

0.0001 30,124.411 4.9384 30,124.411 4.9384 

0.0002 30,124.411 4.9384 30,124.411 4.9384 

0.00025 30,124.411 4.9384 30,124.411 4.9384 

0.0005 30,124.411 4.9384 30,110.984 4.9362 

0.00075 30,124.411 4.9384 No solution No solution 

0.001 30,124.120 4.9383 No solution No solution 

0.002 30,119.159 4.9375 No solution No solution 

As observed from the table and the figure above, the total rating of all the recom-

mended items for all users is very high and, in most cases, it is the same as the coverage 

solution. This shows that the heuristic solution chosen may not be the optimal one but 

produces a result that is very close to the optimal. 

In order to provide a better view on how diversity influences the total rating, in the 

following plots the total rating for coverage threshold K = 1.5 and K = 2 for different thresh-

olds of diversity is presented (Figures 4 and 5): 
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Figure 4. Total rating for different category Diversity thresholds for K = 1.5. 

 

Figure 5. Total rating for different category Diversity thresholds for K = 2. 

From the plots above (Figures 4 and 5), it is observed that, as the diversity threshold 

increases, the total rating decreases, while the decrease of the total rating is more im-

portant for greater diversity thresholds and not proportional. Concerning the relation be-

tween diversity and coverage, it is observed that, for a bigger coverage threshold, the total 

rating decreases faster with the increase of diversity. This is also what was expected, be-

cause, for a higher coverage threshold, on the one hand a stricter constraint is introduced, 

and on the other, less exchanges with items from other categories are allowed. 

Moreover, as observed in Table 2, the results in terms of total or average rating are 

very close to the ones of the unconstrained solution. The total rating of the latter serves as 

the upper bound for the optimal solution, because the constrained problem cannot pro-

vide more relevant recommendations than the unconstrained one. 

As stated before, the approach that has been followed is heuristic and does not al-

ways provide the optimal solution to the optimization problem. Instead, it always pro-

vides a solution that is close to the optimal one. Specifically, the algorithm that has been 

proposed follows a greedy approach and avoids backtracking to find a better solution, in 

case a good enough solution has been found at a previous step. 

The cases where the algorithm fails to identify the optimal solution stem from the 

fact that when the diversity constraint is fulfilled for a certain category, the recommenda-

tions of this category can only change on the condition that the diversity and coverage 

constraints for this category are not violated with a certain swap. Thus, it is possible to 

find a different recommendation plan in which the total predicted rating would be slightly 

higher than the total rating of the heuristic solution. For example, the approach at hand, 

fails to identify cases where the most recommended item’s rating of a category is not as 

good as the second ones, while by recommending the second most recommended item of 

the category fulfills the diversity constraint. Moreover, if in a certain swap a category’s 

diversity constraint is violated, the heuristic solution will not revisit the latter category to 
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fix its diversity, even if there are options to do that. However, at least for the specific da-

taset the results are very close, not only to the optimal solution but also to the baseline 

solution, which is the upper bound for the total rating. 

5. Discussion 

5.1. Evaluation 

The approach that has been followed to solve the optimization problem for provider 

fairness in terms of coverage and diversity finds a heuristic solution to the problem that, 

according to the results, is very close to the optimal solution as it is very close to the results 

of the baseline recommender system that does not pose any constraint for coverage or 

diversity and hence acts as an upper bound for the proposed solution.  

Concerning the comparison of our results to other studies, only Koutsopoulos et al. 

[7] dealt with the same problem of provider fairness in terms of user coverage and diver-

sity. The results of the proposed algorithm are similar to the experimental results in the 

aforementioned work, meaning that as diversity and coverage requirements increase, the 

total predicted rating of the recommended items tends to drop, while diversity constraints 

have a larger impact to the total rating. Moreover, our approach shows smaller deviation 

from the baseline solution, which poses the upper bound on the total predicted rating. Of 

course, this is not a safe inference as the solution of [7] does not clearly describes neither 

the preprocessing that took place nor the hyperparameters that have been used. 

In general, the advantage of treating the recommendation problem as a constraint 

optimization problem is that it ensures those certain criteria (the constraints) will be ful-

filled. Of course, the constraints should be defined, also taking into consideration the 

tradeoff between the constraint requirements and the user preferences. This means that if 

the constraints are too stringent the relevance of the recommended items with the user 

may be critically low. Therefore, recommender system operators should always evaluate 

and update their requirements.  

Consequently, the proposed approach or a similar optimization approach with con-

straints for equal representation of providers or other stakeholder groups can be used in 

order to soften “The winner takes it all phenomenon” [26], in which the most significant 

providers (or groups of providers) have huge advantage over the others. This is because 

the optimization algorithm would secure at least a certain target of exposure (coverage, 

diversity, or any other metric) for all groups, if such a solution existed. Moreover, the 

proposed approach can also ensure that minority item providers will be protected as they 

would be guaranteed at least a certain amount of coverage and diversity. Additionally, 

with a similar approach, exposure and visibility for minority groups can also be achieved. 

However, the literature-based definition of the problem as an optimization one [7], 

poses several limitations. Firstly, it does not take into account the position of an item in 

the recommendation list. This is problematic because in most cases the position of the 

items in the user’s list of recommendations plays a vital role in users’ behavior, especially 

when the recommended items are numerous. For instance, a user may pay attention to 

the top few recommendations but not to the bottom ones. 

Another limitation of the problem definition at hand is that the definition of diversity 

fails to capture the dissimilarity among users to whom an item is recommended. Instead, 

it is observed that the most recommended items of a provider influence the diversity sig-

nificantly more than the dissimilarity among the users to whom an item is recommended, 

and this fact is exploited by the heuristic approach that has been developed. 

To make this weakness more evident, we tried to approach the item’s diversity as 

defined in the literature, by supposing that the dissimilarity of two different users is fixed 

and equals the average dissimilarity between two different users. With this approxima-

tion, if d is considered as the average dissimilarity between any two different users, the 

formula for computing the diversity becomes: 
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���(�, �) =
�

|��|

∑ ∑ ∑ �∗���∗����∈�,����∈��∈��

��|��|∗(��|��|��)
≥ � , (12)

However, if the item’s total Diversity is analyzed further, Formula (12) results in: 

If the item was recommended to one user, it is: 

Div(item) = 0 

If the item was recommended to two users 1 and 2 it is: 

Div(item) = d(1,2) = d 

If the item was recommended to three users 1, 2, and 3 it is: 

Div(item) = d(1,2) + d(1,3) + d(2,3) = 2d + d = 3d 

With the same approach for n users: 

Div(item) = (1 + 2 + 3 + … + (n − 1))*d 

Given that (1 + 2 + 3 + … + n − 1) is a well-known sum and is equal to 
�

�
�(� − 1), 

finally: 

���(����)  =
�

�
�(� − 1)�  , (13)

The item diversity for all user pairs was approximated according to the formula 

above, and the result is illustrated in the following figures: 

Specifically, in the Figures 6 and 7, the red line illustrates the diversity approximation 

for different values of n (number of users to whom an item is recommended), while the 

blue points illustrate the actual item diversity calculated for different items and their cor-

relation with n. Figure 6 shows the results after removing outliers, while Figure 7 illus-

trates all the item diversities for every different occurred value of n. 

 

Figure 6. Relation between item diversity and number of users to whom the items were recom-

mended (outliers removed). 

 

Figure 7. Relation between item diversity and number of users to whom the items were recom-

mended. 
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As observed, the approximation seems to fit almost perfectly, at least for the specific 

dataset. In particular, the actual values of item Diversity are very close to the predicted 

ones, and this is the case for every item in the dataset. 

At this point it is worth mentioning that several tests (e.g., the Kolmogorov–Smirnov 

for both uniformity and normality) were applied to check if the dissimilarity is either fixed 

or follows normal distribution around d. However, in all cases the null hypothesis was 

rejected and statistically the approximation is not valid for this dataset. However, the ap-

proximation is more than satisfactory and illustrates that instead of paying attention to 

user dissimilarity, the proposed definition for item diversity favors the most recom-

mended items. 

Of course, item providers would not be happy if their most recommended items were 

recommended to more users but their least recommended ones would be recommended 

to less users, even if the average diversity of their items would be significantly increased. 

Hence, the definition of diversity needs to be reexamined. Moreover, new solutions 

should be designed to solve the problem efficiently. 

5.2. Redefining User Diversity and a New Heuristic Solution Approach 

In order to identify the problems of the proposed definition of provider diversity, we 

will revisit its definition as presented in the literature [7]: 

First of all, user diversity for an item is defined as the sum of dissimilarities among 

users to whom the specific item is recommended: 

���(�) = ∑ ∑ ��� ∗ ��� ∗ ����∈�,����∈�   , (14)

while the diversity of an item provider is defined as the sum of item diversities for items 

that belong to the specific provider. 

As a next step the category diversity is normalized by dividing with the number of 

pairs of users to whom items of a specific provider are recommended. As a result, pro-

vider diversity per item and user pair is defined in Formula (4) or simplified (using the 

coverage constraint) in Formula (5). 

Conceptually it can be defined as: 

���(�) =  
�

|��|

��� �� ��� ����������� ��� ����� �� ��� �������� ��������

��� ����� �� ����� �� ���� ����� �� ����� � ��� ��������
  , (15)

Although this definition normalizes the category diversity according to the pairs of 

users its items are recommended to, it fails to capture the dynamics of most recommended 

items, as illustrated in the previous section. Consequently, if a provider owns x items that 

are recommended to y users, the provider diversity can be significantly increased if all 

users are recommended with the most recommended item, and this should not be hap-

pening. 

As a result, the definition of provider diversity per item and user pair should either 

normalize the diversities per item or define a new diversity for the entire set of items for 

the specific provider. In the first case, the definition of provider diversity per item and 

user pair becomes: 

���′(�) =  
�

|��|
  ∑

∑ ∑ ���∗���∗����∈�:����∈�

(∑ ����∈� )∗(∑ ����∈� ��)�∈��   , (16)

Of course, with the previous definition for diversity, the optimization problem is not 

solvable, and of course the heuristic solution that was presented in Section 4 is not valid 

anymore. 

In the second case, the provider diversity, instead of the sum of item diversities, can 

be calculated for each provider by considering all the items of diversity as one super item. 

In this case, we should create a new matrix Y(c,u) (c ϵ C, u ϵ U) that denotes the Boolean 

recommendation policy (if y(c,u) = 0 no item for category c has been recommended to user 

u, and if y(c,u) = 1 one or more items of category c have been recommended to user u). 

As a result, category diversity can be defined as: 
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���′′(�) =  
�

|��|
  

∑ ∑ ���∗���∗����∈�:����∈�

(∑ ����∈� )∗(∑ ����∈� ��)
  , (17)

In the previous definition, the denominator can be simplified as in [7]: 

���′′(�) =  
�

|��|
  

∑ ∑ ���∗���∗����∈�:����∈�

��|��|∗(��|��|��)
  , (18)

The last definition is much simpler (although it still places quadratic constraints on 

the problem, which is NP-Hard), as the number of categories is much smaller than the 

number of items. However, it is not suitable to be used for small systems, for which the 

users have rated a significant amount of items. Instead, for large-scale instances of the 

recommendation problem and large user-item matrices that are sparse, this definition can 

prove very helpful. 

Regarding the solution of the newly defined diversity per provider, in both cases a 

heuristic approach can also solve the problem. For example, in the first case, by recom-

mending the best rated item to users that have the greatest distance from the centroid of 

the users to whom the item was recommended, substituting the worst rated item (from 

another category) that was recommended to them, on condition that the coverage and the 

diversity constraints for the category of the swapped item are still fulfilled. The same ap-

proach can also be applied in the second solution, by recommending the best rated items 

to users that are the most distant from the centroid of the users who they had recommen-

dations from the specific provider. Moreover, in case the number of users is very large, 

clustering techniques can be used to cluster the users according to the similarity between 

them, and the item swaps can be performed only for users from the most distant clusters. 

5.3. Answers to Research Questions 

After presenting the literature, the methodology, and the results and acknowledging 

the limitations of the proposed approach, it is time to answer the research questions that 

were presented in Section 1. 

RQ1. How can provider fairness in terms of user coverage and diversity be achieved 

in recommender systems? 

The literature provides a formalization of the problem at hand, alongside a solution. 

The literature models the problem as a quadratic constraint mathematical programming 

problem, which is NP-Hard and hence finding the optimal solution is not feasible. As a 

result they propose a heuristic solution for solving diversity constraints. However, as the 

latter is not adequately described, we introduce a new heuristic approach for the solution 

of diversity constraints. 

RQ2. Are the results of the proposed methodology satisfactory? 

The results of the proposed heuristic approach not only achieve the targets of suffi-

cient user coverage and diversity per item provider, but are also very close in terms of 

predicted ratings with the recommendation lists provided by the solution of the uncon-

strained problem, which acts as an upper bound for the heuristic solution. 

RQ3. What are the limitations of the proposed methodologies? 

There are several limitations with the proposed approach that stem from the formal-

ization of the problem. Specifically, the definition of diversity fails to capture the dissimi-

larity among users to whom an item is recommended. Instead, it is observed that the most 

recommended items of a provider influence the diversity significantly more than the dis-

similarity among the users to whom an item is recommended, and this fact is exploited 

by the heuristic approach that has been developed. Hence, the problem definition and in 

particular the quantification of diversity should be redefined. As a result, new solutions 

to the problem should be developed. 

Moreover, the proposed approach does not take into consideration the position of an 

item in the recommendation list, which is of utmost importance in synchronous recom-

mender systems. 

RQ4. How can the aforementioned limitations be abated? 
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In order to address the problematic definition of diversity, we redefine it under the 

context of Section 5.2. Specifically, two new definitions are introduced, discussing their 

pros and cons. Moreover, new high-level heuristic approaches are proposed for the solu-

tion of the newly-defined diversity constraints. 

6. Conclusions and Future Extensions 

The contribution of this publication is multifold. Specifically, the methodology pro-

posed by the literature is applied to solve the problem of provider fairness for user diver-

sity and coverage in Multi-stakeholder recommender systems. However, as the problem 

at hand is NP-Hard and the methodology proposed in the literature is too generic, a new 

heuristic algorithm for solving diversity constraints is proposed, along with its complexity 

and limitations. The results of the proposed solution are presented, and they are very close 

to the optimal solution for the specific dataset. 

As a next step, the results were evaluated and discussed thoroughly, and several 

weaknesses to the proposed problem definition were identified. Specifically, the proposed 

approach is not taking into consideration the ranking of items in the recommendation list. 

Furthermore, after digging further to the definition of diversity to explore how the latter 

is influenced by dissimilarity and other metrics, it was discovered that, with the current 

definition, the most influential factor for provider diversity is the number of users to 

whom the most diverse item of a provider has been recommended instead of the dissim-

ilarity among the users to whom it was recommended. To this end, in this publication, we 

analyzed the proposed definition for diversity and identified why this weakness appears. 

Finally, we proposed two new definitions for provider diversity as well as a new high-

level heuristic solution approach. 

The next step forward regarding the proposed approach is to take into consideration 

the ranking of recommendations in the recommendation problem, as the position of an 

item in a recommendation list is very important for the recommender system users. This 

will be carried out using more evaluation metrics such as the Normalized Discounted Cu-

mulative Gain (NDCG), which measures the quality of ranking of the recommended items 

for each user. 

Furthermore, minority representation will be examined in terms of user coverage and 

diversity, against other well-known approaches (e.g., [24]). Moreover, different metrics 

will be examined in order to be formalized as constraints in the optimization problem. 

Finally, in the near future, we intend to apply the proposed approach to several test 

datasets, as well as to a real-life recommender system. Finally, the results will be evaluated 

in terms of coverage, diversity, and satisfaction by real users including item providers and 

simple users of the system. 
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