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Abstract: The cost of investing in new product development (NPD) is high, and it is a feasible way 
to use demand forecasts for customer or end-users as a decisive reference. However, this short-term 
time-series data has difficulties in learning because there is no past performance on which to base 
the estimates. In the past, it has been proven that the cumulative method of the fractional grey pre-
diction model (FGM) is better than the traditional integer cumulative method of the grey model 
(GM) model. There are many studies using different optimal algorithms to determine the moderate 
score order. How to set the coefficient of α in FGM is also worth exploring. Therefore, this research 
reveals a new fractional grey prediction model which uses box-and-whisker plots to estimate the 
trends of data, known as the boxplot-based fractional scale prediction model (boxplot-based FGM, 
BP-FGM) to improve the accuracy of predictors by setting the coefficient sets of α. In the experiment, 
the examined dataset was collected from a well-known equipment manufacturer as the research 
object. For modeling, the mean absolute percentage error (MAPE) was established as the objective 
function of the optimization model, the results from three datasets verified the effect through the 
commodity attributes and public test data of its production, and the experimental results show that 
BP-FGM has better prediction results than FGM. 

Keywords: demand forecasting; short-term time series; grey models; fractional grey model;  
box-and-whisker plots 
 

1. Introduction 
In the equipment manufacturing industry of semiconductors and displays, the pro-

duction environment is rigorous, life cycles are becoming shorter, and once the product 
has been reviewed and approved by the customer, the production is gradually increased. 
It is a severe challenge for the company to accurately predict the demand for extremely 
new products, because there is no large amount of historical sales data [1–3]. Therefore, 
how to accurately predict the demand for its products will be a serious challenge. How to 
find a reasonable demand prediction method is also worthy of further exploration. 

Product diversification usually requires the shortening of the time for new product 
development (NPD) processes in order to accelerate the launch of prototypes to markets 
is the key to gaining more market shares. Moreover, data collected from the demand fore-
casting provides important resources for decision support to plan capacity and allocate 
the associated capital investments for capacity expansion, requiring a longer lead time. 
However, how to forecast sales demands for new and extremely new products is the 
greatest challenge due to lack of data [1,3]. 

The grey model (GM) was first proposed to deal with the issues concerning uncer-
tainty and insufficient information form short-term time-series data [4]. It aims to make 
predictions based on few-shot datasets and is the foundation of grey system theory. The 
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GM (1,1) model is the most common and basic model. The features include the low re-
quirement of population data, is easily operated, and includes the low loading of calcula-
tions [5]. The main concept is to detect the underlying patterns from the collected data 
with an accumulated generating operation (AGO), which processes sample data indirectly 
[6]. The grey models based on the fractional order model (FGM) has been proven to be a 
better method than the traditional GM, while the fractional order-r value is set in a con-
tinuous real number space [7–11]. In the past, much research used heuristic optimization 
algorithms, such as genetic algorithms and particle swarm optimization, etc., to improve 
the accuracy of predictions [5,9,11–14]. In this paper, we focus on how to improve the 
FGM by revealing a new fractional grey prediction model, which uses box-and-whisker 
plots to estimate the trend of data, known as the box-plot-based fractional scale prediction 
model (boxplot-based FGM, BP-FGM), to improve the accuracy of predictors by setting 
the coefficient sets of background value α in a traditional grey model.  

The following sections are organized as follows, the box-and-whisker plots theorem 
and grey system model are addressed in Section 2. Section 3 re-examines selected new 
product forecasting techniques, including fractional scale accumulation and optimization 
for background values. We also provided the discussion of the models presented in this 
research as the final section. 

2. Literature Review 
There are two topics introduced in this section, the box-and-whisker plots, grey sys-

tem theory and the grey model in a fractional order. 

2.1. Box-and-Whisker Plot 
A box-and-whisker plot (or simply called a boxplot) is a method of visualizing the 

range of data, displaying the main data tendencies and of distributing symmetry and in-
tegrating the above information into a histogram-like chart in order to illustrate how val-
ues vary and concentrate with respect to a given data distribution [15].  

When drawing a boxplot, five statistics are required: the minimum value, the 1st 
quartile (lower, Q1), the 2nd quartile (regarded as median, Q2), the 3rd quartile (upper, 
Q3) and the maximum value, which divide all the data into four equal parts, and each 
section includes approximately 25% of the values. The 1st quartile divides data into two 
groups, data with values lower than Q1 (25% of the data amount) and others (75% of the 
data amount). In the same way, the 2nd quartile divides data into the subset with values 
lower than Q2 and the subset with values larger than Q2; each subset contains an even 
half of the data amount, and so on for Q3. In terms of the form of a “boxplot”, the main 
feature is a rectangle that extends from the 1st quartile through to the 3rd quartile, i.e., the 
box’s length equals the interquartile range, and the range between Q1 and Q3, also named 
IQR [16].  

The dash lines stretching from both the box’s sides are named the “whiskers”, used 
to indicate variability outside both quartiles. The corresponding lengths are obtained by 
Q1 − 1.5 × IQR (lower fence) and Q3 + 1.5 × IQR (upper fence). Typically, outliers are 
plotted as individual dots beyond the fences. Additionally, boxplots can be drawn either 
vertically or horizontally [16]. Figure 1 shows the horizontal form of a boxplot. 
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Figure 1. Illustration of a box plot. 

2.2. Grey System Model 
Deng first proposed the grey model (GM) [4] in 1982. It aims to handle the issues 

concerned with uncertain and insufficient information in short-term time-series data.  
There is still room for improving the prediction accuracy by means of enhancing the basic 
theories in GM and setting the coefficients. Finding the suitable background values which 
determine the developing coefficient 𝛼𝛼 and the grey input 𝑏𝑏 is another efficient way, 
where 𝛼𝛼 is the growth factor and 𝑏𝑏 is a grey control parameter, the accuracy of the pre-
diction models is rely on these two coefficients.  

In GM (1,1), the newer data changes on the prediction model below the old data, 
which goes against the concept of the new data priority principle, thus limiting the scope 
of applying grey predictions. The theory of combining the cumulative generator of the 
fractional order with the grey prediction model, also named the grey system model, with 
the fractional order model (FGM), based on the new information priority principle [5], 
flattens the increase sequence by selecting the appropriate cumulative order, thereby in-
creasing the accuracy of the prediction [7,8]. In the traditional FGM (1,1) model, the back-
ground value is formulated as: 

𝑧𝑧(𝑟𝑟)(𝜅𝜅) =
1
2

[𝑥𝑥(𝑟𝑟)(𝑘𝑘) + 𝑥𝑥(𝑟𝑟)(𝑘𝑘 − 1)] (1) 

where 0 < 𝑟𝑟 ≤ 1. The 𝑟𝑟-order of the accumulating grey model has following definition 
and the whitenization differential Equations (2) and (3) 

𝑥𝑥(𝑟𝑟)(𝜅𝜅) − 𝑥𝑥(𝑟𝑟)(𝜅𝜅 − 1) + 𝑎𝑎𝑧𝑧(𝑟𝑟)(𝜅𝜅) = 𝑏𝑏 (2) 

𝑑𝑑𝑥𝑥(𝑟𝑟)(𝑡𝑡)
𝑑𝑑𝑡𝑡

+ 𝑎𝑎𝑥𝑥(𝑟𝑟)(𝑡𝑡) = 𝑏𝑏 (3) 

where 𝛼𝛼 is said to be a developing coefficient and 𝑏𝑏 the grey input in grey system theory 
terms; 𝑥𝑥(𝑟𝑟)(𝜅𝜅) is a grey derivative, which maximizes the information density for a given 
series to be modelled; 𝛼𝛼𝑥𝑥(𝑟𝑟)(𝑘𝑘) and 𝑧𝑧(𝑟𝑟)(𝑘𝑘) are the accumulated and the background 
value in the 𝑘𝑘th term, respectively; 𝑘𝑘 (= 2,3,⋯ ,𝑛𝑛 − 1) represents the number of terms; 
and 𝛼𝛼 ∈ (0,1] is the weight used to determine where 𝑧𝑧(𝑟𝑟)(𝑘𝑘) would be located between 
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𝑥𝑥(𝑟𝑟)(𝑘𝑘 − 1) and 𝑥𝑥(𝑟𝑟)(𝑘𝑘). As the parameters �̂�𝐴 = [𝑎𝑎, 𝑏𝑏]𝑇𝑇 of the fractional order grey model 
directly influence the utility of the model, the estimation of the parameters act as an im-
portant role in improving the simulating performance of the model. Equation (4)  

𝑥𝑥𝑝𝑝
(𝑟𝑟)(𝜅𝜅) = �𝑥𝑥(𝑟𝑟)(1) −

𝑏𝑏
𝑎𝑎
�  𝑒𝑒−𝑎𝑎(𝑘𝑘−1)(1 − 𝑒𝑒𝑎𝑎), 𝑘𝑘 (= 2,3,⋯ ,𝑛𝑛) (4) 

then provides prediction values as the output of grey system [6,8]. 

3. The Proposed Method 
This research aims to improve the prediction accuracy of FGM (1,1) by determining 

the coefficient α sets, which affect the background values proposed by Wu et al. (2013) 
The core technique in this paper is to employ the new fractional order grey model based 
on boxplots and to find the coefficient α sets and will be named BP-FGM (1,1) hereafter. 
The most suitable background values would be located between (𝑥𝑥(1)(𝑘𝑘 − 1), 𝑥𝑥(1)(𝑘𝑘)), 
shown as the area colored in grey in Figure 2, where the dotted line represents the back-
ground values of the traditional GM model when α is set as a constant 0.5.  

 
Figure 2. The possible area indicating where background values would be located. 

Firstly, it is necessary to build the shapes of attribute sample distributions and the 
triangular membership functions (MF), shown in Figure 3, by adopting the suitable ranges 
defined by the box-and-whisker plots (called boxplots hereafter). 

 
Figure 3. The reasonable ranges can be defined by the box-and-whisker plots. 

As in Section 2.1, boxplots contains three sections and each section contains its upper 
bound (Q1) and lower bound (Q3). The appropriate value bounds [L, U] defined in the 
boxplots and called the inner fences, where L is the lower fence, defined as 1.5 × IQR 
lower than Q1 and U is the upper fence defined as 1.5 × IQR higher than Q3. Observa-
tions distributed outside the bounds can be recognized as outliers, while those distributed 
within the bounds [L, U] are recognized as reasonable observations. However, it is easy 
to misclassify a reasonable observation as an outlier when sample sizes are small. The 
estimated bounds are thus modified as  

𝐿𝐿 = �𝑄𝑄1 − 1.5 × 𝐼𝐼𝑄𝑄𝐼𝐼 , 𝐿𝐿 ≤ 𝑚𝑚𝑖𝑖𝑛𝑛
𝑚𝑚𝑖𝑖𝑛𝑛                      , 𝐿𝐿 > 𝑚𝑚𝑖𝑖𝑛𝑛  (5) 

1 2 3 4

(1) (1)x (1) (1)x

(1) (2)x

(1) (2)x

(1) (3)x

(1) (3)x

(1) (4)x

(1) ( )z k (0)
4 (4)xα

(0) (4)x
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(1) (4)x

+

1.5 IQR×IQR

Y

1.5 IQR×

.

L U

Q1 Q2 Q3
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U = �𝑄𝑄3 + 1.5 × 𝐼𝐼𝑄𝑄𝐼𝐼 , 𝑈𝑈 ≥ 𝑚𝑚𝑎𝑎𝑥𝑥
𝑚𝑚𝑎𝑎𝑥𝑥                      , 𝑈𝑈 < 𝑚𝑚𝑎𝑎𝑥𝑥 (6) 

where min and max denote the minimum and maximum values of the observations, re-
spectively, and are presented in Figure 4. 

 
Figure 4. Using triangular MFs to form the shape of the attribute distribution. 

When the domain bounds of observations are obtained, the possible sample distribu-
tion can be demonstrated by drawing a triangular membership function (MF), using L, 
Q2, and U to represent it, as shown in Figure 5. The reason to take Q2 (or the median, Me) 
as the central location is that it is more sensitive than the average (or mean) when sample 
sizes are small. The MF is formulated as: 

MF(𝑥𝑥) =

⎩
⎪
⎨

⎪
⎧
 1      , 𝑥𝑥 = CL

 
𝑥𝑥 − 𝐿𝐿

CL − 𝐿𝐿
 , 𝑥𝑥 < CL

 
𝑈𝑈 − 𝑥𝑥
𝑈𝑈 − CL , 𝑥𝑥 > CL

 (7) 

 
Figure 5. Representing the membership function. 

The procedure for building the BP-FGM (1,1) model are described in following steps, 
as shown in Figure 6. Let the original sequence be: �𝑥𝑥(0)(1), 𝑥𝑥(0)(2), … , 𝑥𝑥(0)(𝑛𝑛)�. 

Lower fence Q1 Q2 Q3 UL

min max

IQR1.5 IQR× 1.5 IQR×

1

L                    x               CL                         U

MF(x)
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Figure 6. Flowchart of the BP-FGM (1,1). 

Step 1. Obtain coefficient α set by MF process, which is  

�𝑀𝑀𝑀𝑀(𝑥𝑥(0)(1)),𝑀𝑀𝑀𝑀(𝑥𝑥(0)(2)), … ,𝑀𝑀𝑀𝑀(𝑥𝑥(0)(𝑛𝑛))� (8) 

where 𝑀𝑀𝑀𝑀 �𝑥𝑥(0)(1)� = 1 𝑤𝑤ℎ𝑒𝑒𝑛𝑛 𝑖𝑖 = 1. 
Step 2. Generate a new sequence through the accumulating generation operator 

(AGO): 

𝑋𝑋(1) = �𝑥𝑥(1)(1), 𝑥𝑥(1)(2), … , 𝑥𝑥(1)(𝑛𝑛)� ; 𝑥𝑥(1)(1) = 𝑥𝑥(0)(1) (9) 

𝑥𝑥(𝑟𝑟)(𝜅𝜅) = �
Γ(𝑟𝑟 + 𝑘𝑘 − 𝑖𝑖)

Γ(𝑘𝑘 − 𝑖𝑖 + 1)Γ(𝑟𝑟)

𝜅𝜅

𝑖𝑖=1

𝑥𝑥(0)(𝑖𝑖),𝑘𝑘 = 2,3, … ,𝑛𝑛 (10) 

Step 3. Calculate the background values, 𝑧𝑧(𝑟𝑟)(𝜅𝜅) = 1
2

[𝑥𝑥(𝑟𝑟)(𝑘𝑘) + 𝑥𝑥(𝑟𝑟)(𝑘𝑘 − 1)], which 
can be written as 

𝑧𝑧(1)(𝜅𝜅) = (1 − 𝛼𝛼)𝑥𝑥(1)(𝑘𝑘 − 1) + 𝛼𝛼𝑥𝑥(1)(𝑘𝑘), 𝛼𝛼𝛼𝛼(0,1), 𝑘𝑘 = 2,3, . . . ,𝑛𝑛 (11) 

Step 4. Calculate the whitenization differential equation: 

𝑥𝑥(𝑟𝑟)(𝜅𝜅) − 𝑥𝑥(𝑟𝑟)(𝜅𝜅 − 1) + 𝑎𝑎𝑧𝑧(𝑟𝑟)(𝜅𝜅) = 𝑏𝑏 (12) 
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𝑑𝑑𝑥𝑥(𝑟𝑟)(𝑡𝑡)
𝑑𝑑𝑡𝑡

+ 𝑎𝑎𝑥𝑥(𝑟𝑟)(𝑡𝑡) = 𝑏𝑏 (13) 

Step 5. Use the equation in Step 4 to estimate the developing coefficient a and the 
grey input b by the ordinary least-square method. Then establish the grey differential 
equation by employing Equation (12) to replace the source model. 

Step 6. Solve Equation (12) with the initial condition 𝑥𝑥(1)(1) = 𝑥𝑥(0)(1) and the de-
sired forecasting output at the k+1 stage can be obtained through: 

𝑥𝑥�(𝑟𝑟)(𝜅𝜅 + 1) = (𝑥𝑥(0)(1) −
𝑏𝑏
𝑎𝑎

)𝑒𝑒−𝑎𝑎𝑘𝑘 +
𝑏𝑏
𝑎𝑎

  

where 𝜅𝜅 = 1,2, … ,𝑛𝑛 − 1，𝛾𝛾 ∈ 𝐼𝐼+，0 < 𝛾𝛾 ≤ 1.  

4. Experimental Results and Discussion 
In the experiment, real information containing sales data of specific customers taken 

from a leading company was used and the other dataset was obtained from the Depart-
ment of Statistics of the Ministry of Economic Affairs (called MOEA hereafter), which is 
open data provided by government. This section will explain the result and adopt the 
index to measure the prediction accuracy. 

4.1. Data from This Case Study 
The production time-series prospects for the five months from August 2021 to De-

cember 2021 are shown in Table 1. 

Table 1. The dataset collected from Company A. 

Month of 2021 Company A 
August 39 

September 37 
October 42 

November 40 
December 41 

4.2. MOEA Data 
The production and sales data obtained from MOEA for the 12 months from January 

2021 to December 2021 is shown in Table 2. The experiment dataset can be downloaded 
at https://dmz26.moea.gov.tw/GMWeb/investigate/InvestigateDA.aspx, accessed on 10 
January 2022, the operation of this webpage is needed to include sales and manufacturers’ 
shipments, product category and time periods. 

Table 2. The dataset collected from MOEA, Company B and C. 

Month of 2021 Company B Company C 
January 1072 1051 

February 1011 1006 
March 1262 1190 
April 1051 1067 
May 1121 1085 
June 1151 1103 
July 1111 1111 

August 1162 1143 
September 1212 1143 

October 1191 1124 
November 1234 1120 

Dec 1279 1175 
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4.3. Analysis of the Experimental Results 
In addition, this study tried to identify whether there was a significant difference in 

the prediction errors between the FGM (1,1) and BP-FGM (1,1) models. Three datasets 
were used and 11th fractional orders were performed in the experiment. Additionally, the 
absolute percentage error (APE) is used as the error index for each order. The formula is 
shown in (14). After calculating the prediction errors of all the data, we were able to use 
the MAPE as the error measurement, as shown in (15). 

𝐴𝐴𝐴𝐴𝐴𝐴 = �
𝑦𝑦𝑖𝑖 − 𝑦𝑦�𝑖𝑖
𝑦𝑦𝑖𝑖

� × 100% (14) 

𝑀𝑀𝐴𝐴𝐴𝐴𝐴𝐴 = �
1

𝑁𝑁 − 4
��𝐴𝐴𝐴𝐴𝐴𝐴𝑖𝑖

𝑁𝑁

𝑖𝑖=5

 (15) 

The experiment results from the data of the company and MOEA are summarized in 
Table 3, where the errors are MAPEs (mean absolute percentage error) calculated by Equa-
tion (15). The detailed results are shown in Figures 7–9, where the errors are APEs (abso-
lute percentage error) commutated by Equation (14) for 11 fractional orders that start from 
1.1 to 2.1. The lower the APE values, the higher the indication of prediction accuracy. 

Table 3. The summary of experiment errors by using the FGM and BP-FGM models. 

Case/MAPE (%) FGM (1,1) BP-FGM (1,1) 
Company A 31.303% 17.152% 
Company B 27.062% 19.195% 
Company C 27.641% 20.775% 

 
Figure 7. Representing the absolute percentage error for Case A by using the FGM and BP-FGM 
model. 
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Figure 8. Representing the absolute percentage error for Case B by using the FGM and BP-FGM 
model. 

 
Figure 9. Representing the absolute percentage error for Case C by using the FGM and BP-FGM 
model. 

5. Conclusions 
Computers, communications and consumer products go hand in hand with our life. 

Suppliers of various brands need to continuously carry out new product research and 
development. If the demand can be accurately predicted, it will be of great help to enter-
prise decision makers and production equipment suppliers. 

To forecast the production and demand of downstream customers, this research re-
veals a new grey model which uses boxplots to estimate the trend of data and, if this is 
combined with FGM, it is known as the boxplot-based fractional scale prediction model 
(boxplot-based FGM, BP-FGM), which improves the accuracy of predictors by setting the 
coefficient sets of α in traditional grey model, even if there is no large amount of past data 
[17,18]. 

In the experiment, we try to observe the demand pattern of customers through the 
new grey prediction model BP-FGM (1,1). The difference between FGM (1,1) and BP-FGM 
(1,1) is that the improvement of FGM (1,1) aims to explore the suitable background value 
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to make the prediction value more accurate. BP-FGM (1,1) not only uses the advantages 
of the fractional cumulative grey prediction model, FGM (1,1), but adopts the concept of 
the fuzzy sequence set that introduced box-and-whisker plots combined with triangular 
membership functions to estimate the trend of data in order to fuzzify the time-series data, 
and then, through the GM modeling procedure, improves the prediction accuracy, as is 
illustrate in Figure 6. 

For modeling, MAPE is established to be acting as the objective function of the opti-
mization model, the results from the three datasets verified the effect through the com-
modity attributes and public test data of its production, and the experimental results show 
that BP-FGM has better prediction results than FGM.  

In this study, we focused on the new product demand of the semiconductor industry 
only, experiments for different research, such as weather and temperature forecasts, grain 
yield or short-term electricity demand, may be studied in future work. 
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