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Abstract: Currently, Micro Gas Turbines (MGTs) are widely used in small buildings, such as offices,
hospitals, or households, in which electricity and thermal energy are needed. Their reliability,
flexibility, and compactness allow these devices to operate in different regimes to fulfill the power
demand. The opportunity to operate at partial-load is deeply investigated in this paper. To cope
with the fast, unpredictable demand of energy, thermal storage and batteries are most commonly
installed. The potential of these two components for the operating cost is also investigated in this
paper in order to provide guidelines on their sizing. Moreover, the thermal and electrical energy
demands depend on different factors such as building size, weather, day of the week, and location, all
modeled in this work; the possibility to buy and feed electricity into the grid adds a further variable
to the economic analysis. All these factors were considered in this study and led to the creation of
an optimization algorithm, which was able to determine the optimal operating profile of the system
for every single scenario. The operational optimization of a micro gas turbine, the MTT Enertwin,
is presented. Data from experimental measurements were implemented in the algorithm in order
to characterize the system performance. Concerning the input power demands, data for Germany
according to the norm VDI 4655 were considered; hence, the results are formally limited to this region.
However, considerations of batteries and thermal storage were broadly valid; also, the results can be
of international interest in countries with a similar climate and habits. With this study, it is shown
that the optimal operational strategy is in the vast majority of cases the full-load, with savings up to
20% with respect to partial-load. Furthermore, batteries between 1.5 and 2 kWh constitute the best
compromise between installation costs and savings; the investment can be generally paid off in less
than 3 years. Finally, a threshold of 400 L for thermal storage was identified.

Keywords: Micro Gas Turbine (MGT); MTT Enertwin; Combined Heat and Power (CHP); operation
optimization; battery; thermal storage

1. Introduction

Micro Gas Turbines (MGTs) for co-, tri-, or poly-generation are particularly widespread
because of their reliability, flexibility, compactness, and very low NOx emissions. The high
thermal content of the exhaust gases can be extracted with a recuperator in order to attain
total efficiencies above 80% [1]. Moreover, heat can be further recuperated by means of a
heat exchanger for the production of hot water for heating purposes and for Sanitary Hot
Water (SHW). Great efforts are currently being made by many researchers on the economic
performance of local micro-Combined Heat and Power (CHP) systems [2,3]. They point
out that the actual economic convenience of a micro-CHP plant strongly depends on: the
electrical and thermal demand of the user; fuel price; electricity buy/sell strategies; possible
incentives; the size of the MGT system; the size of the thermal storage tank.

However, these studies generally tend to not include the possibility of storing elec-
tricity in batteries. Hence, this work does include batteries in the analysis with the aim
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to provide the most comprehensive study. In fact, due to the long time needed to start
(minutes), an MGT cannot cope with the much faster, unpredictable demand of energy
(seconds). For this reason, thermal storage tanks and batteries are typically installed near
the end-user CHP system, to help reduce the transportation and distribution losses [4].
The energy demand affects the CHP system operation at every moment. The following
scenarios are possible:

*  The system is running, and the demands are directly fulfilled with the energy produced;

*  The system is running, but there is partial or no demand: the water tank and the
batteries are loaded. If the batteries are full, electricity can be fed back into the grid;

*  The system is not running, and the demands are fulfilled with the energy from the
water tank and batteries. If the batteries are empty, electricity is provided from the grid;

*  The system is not running, and there is no demand: nothing happens, apart from heat
losses removing heat from the water tank.

A compromise among the overall losses and fulfilling the demand and installation
costs must be found. One of the novelties of this study is the sizing of thermal storage and
batteries depending on the building size and the climate zone where the system is installed.

In order to fulfill the electrical and thermal power demands, MGTs can operate in a
wide range of regimes, the so-called full-load and partial-load. The time sequence of the
starts, stops, and operation points of the system over 24 h is called the operative profile. The
scope of this paper is to determine the most economical operative profile of an MGT-based
CHP system. This is done by means of an economic analysis via the optimization of the
control strategy and the minimization of the total costs.

Daily and seasonable meteorological conditions significantly affect energy demand
profiles [5]. The energy that the end-user needs in a typical day is a highly time-dependent
profile, where the amplitude and frequency depend on different factors, such as how many
people live/operate in the building, the weather, and the location. Therefore, if an MGT is
supposed to work in such conditions, it should operate well in partial-load [6]. An optimal
strategy has to be found between reduced electrical efficiency and power at partial-load in
comparison to the start/stop and standby losses during intermittent operation. We sum up
the major contributions and the novelties of this work as follows:

Major contributions:

®  The present work proves mathematically if operating an MGT-based CHP system at
partial-load is economically more profitable than at full-load;

*  Analgorithm to determine the most economical operative profile was developed and
can be extended easily to other MGTs and countries as well;

e This work provides clear guidelines for battery and water tank sizing depending on
building size, occupancy, and climate zone;

*  This work constitutes the foundation of any lifetime prediction of MGT components,
since it clearly defines the order and number or starts, stops, and loads, hence the
working cycle.

Novelties:

* Real-world energy demands (building occupancy, day of the week, season, weather,
geographical area) are considered instead of constant values;

*  Batteries and thermal storage are examined together in the analysis (elsewhere often
treated separately);

¢ The possibility to feed the excess electricity back into the net is considered in the
price function;

* A finite price per day can be given for any operative profile, building size, day of the
week, season, weather, or geographical area.

State-of-the-Art

In this paper, an MGT from the dutch company MTT, the Enertwin (3.2 kWel, 15.6 kWth),
is considered. Similar studies have been conducted, but either with the use of other power
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sources, such as solar, wind, and diesel sources [7], or with different MGTs, such as the
Turbec T100 [8,9]. The work of [10] focused on the modeling approach of the MGT, but did
not include the important role of thermal storage and batteries. A recent study [11] on
hybrid photovoltaic-CHP systems involved the use of a much smaller CHP system (1 kWel,
2.4 kWth) and smaller thermal storage (300 L); instead, in the present analysis, a wide range
of thermal storage and battery sizes is investigated. Much larger MGTs (65 kWel, 112 kWth)
have been investigated as well in similar studies [12]. The role of the battery has also been
analyzed in other works, as in [13,14] in connection with photovoltaic plants, but not with
a single MGT.

Although MTT intends to enter markets in many regions of the world such as China,
the U.S., and Canada, the commercialization focus from MTT is, as of 2019, mainly targeted
at Europe [15]. For this reason, standardized load profiles for different types of households
in Germany according to the norm VDI 4655 [16] are applied in this study. As a conse-
quence, the numerical results (costs and operative profiles) are strictly valid for this country.
However, considerations made for batteries and thermal storage have a broader validity
and are of general interest. Moreover, the considerations made for the MTT Enertwin can
be extended to other MGT-based CHP systems with a similar power range and contribute
to the international community by providing clear control strategy guidelines. It is recom-
mended that future studies perform similar economy-based analyses by considering energy
demands and environmental factors from other countries; the flexibility of the algorithm
presented here allows this with relatively small effort.

Data from experimental measurements conducted at the German Aerospace Center
(Deutsches Zentrum fuer Luft- und Raumfahrt, DLR) are implemented in the algorithm,
in addition to those of Maj and colleagues [17], who collected data on the same MGT and
performed a preliminary study in this direction.

The paper is structured as follows: The experimental data and system properties are
presented in the next section. The numerical algorithm, used to model the real system, will
be presented in detail in the following section. The influence of the battery size, thermal
storage tank size, climate zone, and other environmental factors is treated separately.
The code is then used to provide general best practices for the control of the CHP system,
in terms of starts, stops, and load points. Finally, results are discussed in the final section.

2. Experimental Data and Machine Characterization

An MGT MTT Enertwin was tested under various working conditions during experi-
ments conducted at DLR, Stuttgart [18]. A schematic of the system and the instrumentation
relevant for this paper is shown in Figure 1. At first, ambient air is compressed by the
compressor (1) up to approximately 3 bars. Before entering the combustor (3), the air is
pre-heated with hot exhaust gas in the recuperator (2). In the combustor, fuel (methane)
is injected and oxidized and the hot exhaust gas is expanded through the turbine (4) and
heats the compressed incoming fresh air in the recuperator (2). In the subsequent water
heat exchanger (5), the thermal power (e.g., for use in heating systems) is coupled out.
The compressor (1), turbine (4), and generator (7) are mounted on the same shaft (6). The
oil pump and fuel pump are not shown in the scheme. The power needed to drive the
compressor, P, and the turbine power P;, can be calculated as:

Pc = mu(h2c - hlc) (1)
Py = (vt + ity ) (h1y — hoy), ()
where 71, is the mass flow rate of inlet air, i ris the mass flow rate of fuel, and hy., hy,,

hit, and hy; represent the enthalpy before and after the compression and the expansion
(t = turbine), respectively. The MGT net shaft power, Pycr, is given by:

PMGT:Pt_PC_Poil_Pf,pump~ 3)
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Figure 1. The micro gas turbine MTT Enertwin in its combined heat and power configuration.

The power consumption of the oil pump and fuel pump is 75 W and 300 W, respectively.
In this layout, the turbine shaft is connected to a high-speed electric generator, and a
frequency inverter is needed to convert the high-frequency output of the electric generator
to the grid frequency. The net electric power output is:

Pei = tgenPmcr, 4)

where 774¢, takes into account the losses of the electric generator and inverter. The energy
balance at the water heat exchanger can be written as:

tita +1itf ¢y H,08TH0

®)

. 7
mmy,0 hex,Z - hex,l

where 1,0, ¢y H,0, and ATp,o are the water mass flow, specific heat, and temperature
increase, respectively. /., 1 and hey» represent the enthalpy of exhaust gases before and
after the heat exchanger. Finally, the thermal power produced by the CHP system is:

Py = 11,0 ¢p,H,0 ATH,0- (6)

At full-load, this system produces 3.2 kW electrical and 15.6 kW thermal power [19].
The built-in control software from MTT was modified and switched to manual mode
(ProtoComm Manual Mode), so that the operators could test different maneuvers and
operating points with more flexibility. The turbine outlet temperature is determined by the
arithmetic average of three thermocouples (type K, tolerance class 2) with a measurement
uncertainty of 5.9 K. All other thermocouples were type N with tolerance class 1 and a
resulting uncertainty of £2.9 K. The MGT was controlled manually to a constant turbine
outlet temperature of 1060 K by adjusting the fuel mass flow. The combustion chamber
inlet temperature was in the range 725-734 °C with a gas turbine pressure ratio of about
3. The fuel mass flow was measured with an F-211AV mass flow controller produced by
Wagner-Bronkhorst with an accuracy of £0.5% as a percentage of reading, plus £0.1%
full-scale. Fuel power is computed as:

Py = 1itgLHV, )

where 7 is the fuel mass flow rate and LHV its Lower Heating Value. In this work,
the MTT Enertwin works with methane with an LHV of 47.78 MJ /kg.
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The operating point of the EnerTwin is expressed by a number called the Setting Point
(SP). This value represents a percentage of the system load; full-load is characterized by
SP = 100; partial-loads are in the interval 20 < SP < 100; below SP = 20, the system cannot
operate, and for SP = 0, the system is off. The system behavior at steady state will be
presented in the next section. A maneuver is defined as the process of bringing the system
from a steady state SP to another steady state SP; this characterization of the system will be
treated in a following section. The maneuver starting from SP = 0 is called start; accordingly,
in a stop maneuver, the final state is SP = 0. Operation in partial-load and the transient
state is characterized by a smaller efficiency than at full-load, steady state. The electrical
efficiency and total efficiency at partial-load are shown in Figure 2.

System Efficiency
-4 Overall Efficiency - @ = Net Efficieny

20%
............ +*
g 15% e gl - »
[ ==
G e
T10% e-"  _#7
=}
g % |
[FE} ‘.'
0%
20 40 60 80 100
Set Point PC

Figure 2. Global and net efficiency of the MTT Enertwin as measured by [17]. Adapted from [17].
Copyright 2017, Instituto Superior Técnico Lisbon.

2.1. Steady State

For every SP, the MGT produces a certain amount of electrical power, requires a fuel
mass flow to burn, and provides thermal power in terms of hot water mass flow. Table 1
shows thermal, fuel, and electrical power for different SPs. Please note that the value of P,
in the table is the net value of electrical power after deducting the power required to run
the oil pump and fuel compressor.

Table 1. Steady state properties at various setting points. N = rotational speed, Py, = thermal power,
P,y = electrical power, and Ps = fuel power.

sP N (krpm) Py, (KW) P, (kW) Py (kW)
PC20 180 7.60 0.73 10.56
PC40 190 8.40 1.02 11.96
PC60 200 10.00 134 13.44
PC70 210 11.30 1.69 15.46
PC80 220 12.50 2.04 17.54
PC90 230 14.20 2.39 19.77
PC100 240 15.60 2.70 2217

2.2. Transient State, Start, and Cool-Down

The measuring campaigns of MTT Enertwin conducted at DLR included not only
steady state operations, but also accelerating and decelerating maneuvers. These are
induced by increasing (or decreasing) the fuel mass flow to the combustion chamber;
shaft rotational speed is monitored with a 2 Hz frequency. A maneuver is considered
complete when both the rotational speed and fuel mass flow remain constant at the new SP.
In Figure 3, a cold start maneuver is shown, in which the shaft’s rotational speed goes from
0 up to 240 krpm in a staged fashion.

During the first 4-5 min of the test, the system consumes electric power to drive
the turbine up to N = 90 krpm, where ignition takes place. The system is then steadily
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accelerated up to 180 krpm, the so-called minimum load (SP = 20). After a first peak in
the fuel mass flow rate, which is needed to start the cold system, fuel mass flow can be
gradually reduced. A second peak allows the rotational speed to ramp-up to full-load,
SP =100, at 240 krpm. Just like in the work of Maj [17], the cold start maneuver is considered
complete after about half an hour. However, the time to reach steady state depends on the
initial temperature: the warmer the system, the faster it reaches the steady state. In Maj’s
tests, 1700 s was the minimum time for the system to reach the steady state after a cold
start; in warmer starts, the system reached the steady state earlier. The maneuver time
was increased from 1700 s to 2000 s to ensure the steady state under every condition.
The authors of the present work also believe that a cold start maneuver can be performed
under every condition within 1800 s (exactly half an hour) by reducing the time of the
staged fuel mass injection: the second fuel peak in Figure 3 could be anticipated at circa
400 s (the experiments conducted at DLR had multiple goals, and therefore, the maneuvers
were performed as compromise between different requirements). Therefore, the present
analysis assumes 1800 s as the minimum time to start the system.

.105 7Pf Pel --- N

20

1.2+

|
N
(@]
Power, kW

0.8

Rotational speed, rpm
|
—_
o

0.0 10

| | | | |
0 500 1000 1500 2000 2500
Time, s

Figure 3. Cold start maneuver up to full-load, steady state. T,, = 450 K. P,; = electrical power,
Py = fuel power, and N = rotational speed.

Cool-down maneuvers were not investigated in detail during the measuring campaign,
and the data from Maj were kept as a reference. Hence, 150 s was considered to be the time
needed to reduce the speed of the engine to 0 rpm, for all loads. During cool-down, the heat
exchanger is still warm and allows for further energy extraction; in particular, 0.455 kWh
thermal and 0.011 kWh electric energy are produced during the 150 s of this maneuver.

3. Numerical Model
3.1. Performance Analysis

An operative profile is a set of 48 SP values in the range [0, 100] indicating the operating
points of the system for each 30 min time step. The numerical model, implemented in the
Python programming language for this analysis, generates n random operative profiles and
evaluates if they fulfill the heat and electrical demand at every time step. If not, the solution
is discarded and the next candidate is evaluated. If yes, the cost associated with this
solution is computed by:

48
cost =Y (EfPs+Eep Perp — Eets - Pels); ®)

1
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where E; is the energy content of the fuel burned and py the fuel price; E,; , and E,; s are
the amounts of electrical energy bought and sold, and p,; 5, pei s their prices, respectively.
The average electricity and methane prices between the years 2018 and 2019 in Germany
were considered in this work [20]:

pr =007 €/kWh, py; =029€/kWh, p,s=0.04€/kWh.

At the end of the analysis, the solution that minimizes the cost is selected and is
considered to be the optimal operating profile of the MTT Enertwin.

Within one time step, the system requires as much fuel energy as E kWh and produces
the two forms of energies E;;, and E,j, also in kWh. In the steady state:

Ei = f(SP) = PZ(SP) At i = th, €l,f (9)

where P; are shown in Table 1. In turn, during a start transient state, the system produces
an amount of energy that is the integral during the 30 min ramp-up and is a function of the
target SP and initial recuperator temperature:

Ei = f(T34, SP) i= th,el,f (10)

These values are modeled via 2D maps extrapolated from experimental data and
shown in Figure 4. Finally, the electricity produced will rarely match exactly the electricity
consumed by the user, E,;. Two scenarios are possible:

E, = Eel - Eel,b if Eg < Eel

‘ Eel + Eel,s if Eel > Eel-
meaning that if more energy is required than produced, the difference needs to be bought
from the grid; if too much electricity is produced, the excess will be fed back into the grid.

The energy demands from the user are real-life measured data according to norms and will
be presented in Section 3.2.

E_f [kWh]

E_el [kWh]

E_th

B I
[kwh]

100 035: o
0 90 % 579800 80 90 100 N 90 100
S 50 60 70 0, 800 60 70 80

% 20 30 40 50 90,7 tty 20 30 40 50 S

20 30 40 50 56;’0(%7’10 8
(a) Thermal energy (b) Electrical energy (c) Fuel energy

Figure 4. The 2D interpolating maps allowing obtaining the energy produced during transient
maneuvers. Starting from a recuperator temperature (left horizontal axis) and given the final SP (right
horizontal axis), the thermal, electrical, and fuel energy can be read on the vertical axis, respectively.

The next meaningful question is how to determine weather or not a generated oper-
ative profile fulfills the demand. The key observation here is to guarantee that the heat
capacity of the water tank must be always higher than the minimum threshold at every
time step, otherwise the thermal demand cannot be fulfilled. This is expressed by:

Etunk,min < Etank,i < Etank,max (11)
CmeinTmin < Eggnk,i < vamtlemux Vi (12)

More information concerning the water tank vessel volume and heat capacity are
described in Section 3.3. When the system is off (hence, when SP = 0 at a certain time step),
thermal capacity is drawn from the tank by the user, plus a small part is lost by convection.
At a certain point, a minimum is reached: either a minimum threshold temperature is
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reached or too little water is present in the tank. At this moment, the system must be on
in order to fulfill the demand. Operative profiles that do not guarantee this are not valid,
hence discarded.

3.2. Energy Demand Profiles

The norm VDI 4655 [16] provides raw data about the typical electrical and thermal
demand of small buildings in Germany. The daily energy consumption, expressed in kWh,
is a value that depends on the building size, climate zone, week day, season, and weather.
Following the norm, two types of buildings can be identified: Single-Family Houses (SFHs)
and Multiple-Family Houses (MFHs). In this analysis, when referring to building size,
this depends on the number of occupants in an SFH and on the number of families for
an MFH. The other factors and their effects on energy demand will be explained in the
following sections.

The daily overall energy demands are a fraction of the yearly energy consumption
and are expressed by the following equations:

Eheat d = Eheat,y * Freat (13)
Eel,d = ely(1/365 +N pp,fam " Fel/) (14)
Eshwd - Eshwy (1/365 + Npp fam * shwr) (15)

where the suffixes heat, el, and shw indicate hot water for heating, electrical, and sanitary
hot water, respectively; the letters 4 and y indicate the daily and yearly consumption,
respectively, and the overbar indicates demand quantities, to avoid confusion with the
produced quantities of the previous sections. Ny, rqy, is an integer that indicates either the
number of people per family or the number of families per building, depending on the
buildirlg considered. The yearly values Egl,y and Eshw,y depend on building occupancy,
while Ej,,, depends on the effective house surface, expressed in square meters, as de-
scribed in the norm DIN V 18599 [21]. Finally, the energy Factors F are penalty factors that
depend on climate zone, week day, season, and weather. These factors are implemented in
dictionary structures in the code, such that the right coefficient is used for every scenario.

In the norm, data on energy demand are sampled and made non-dimensional with a
2's, 1 min, and 15 min frequency. Since the minimum time to start the system is 30 min,
as explained in Section 2.2, in this analysis, pairs of data with a 15 min frequency are taken
and summed, such that 48 points a day, 30 min each, are obtained (data sampled witha 2 s
or 1 min frequency would bring the same result, when summed to form 30-min intervals).

The computation of the energy factors is reported in the next subsections. The energy
demand of every 30 min time step i can be obtained by multiplying the non-dimensional
demand shape, f;, by the daily energy demand:

Eheati = fheati : Eheat d (16)
ell fell : eld (17)
shw i fshw i shw d (18)

3.2.1. Climate Zones

The German Meteorological Service (DWD) monitors weather and meteorological
conditions across the country and provides weather information for different purposes.
In a study, DWD collected and sampled weather and environmental information for every
hour for a year. According to the average external temperature, Germany can be divided
into 15 different climate zones. For further information, the reader can refer to the norm
DIN 4710 [22].
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3.2.2. Day of the Week, Season, and Weather

The first external factor is the day of the week. The norm VDI 4655 distinguishes
between Working day (W) and weekend day (S, for Sunday). In Figure 5a,b, the energy
demand of these two typical days is compared, all the rest being equal. The most distinct
difference is the time in which sanitary hot water is mostly needed, and at what intensity:
mostly in the morning and at 12:00 during the week, whereas it is more smoothly distributed
in the evening during the weekend.

The season can have a major impact on the energy demand of a house. Therefore, three
different times of the year are defined: Summer (S5), Winter (W) and intermediate seasons
(U, from the German Uebergang, intermediate). The difference between summer and winter,
all the rest being equal, is shown in Figure 5c,d as an example. It should be noted that in
summer, no heating is needed. The demand of electricity in winter is more distributed
during the day, whereas predominantly in the first afternoon and evening in summer.

The third environmental factor implemented in this analysis is the weather, distin-
guishing between sunny (H, from Heiter, clear) and cloudy days (B, from Bewoelkt, cloudy).
Since the weather in summer does not influence the average temperature significantly,
only “neutral weather” (X) is considered for this season. Although the weather impact on
the energy demand distribution is of minor importance, it was included for completeness.
A comparison between a sunny day and a cloudy day can be seen in Figure 5e,f. In con-
clusion, the three above-mentioned external factors constitute ten different representative
days in a year: UWH, UWB, USH, USB, SWX, SSX, WWH, WWB, WSH, WSB.

—— Electricity - Heating --- SHW
‘ T
| |
0.2 L 1 o02f | ,1 |
. .
0.1 :I. ¥ |
= : i ’,.i |
O | 1
02} |
01} |
O | 1
| | | | | | | | | | | | | |
0 8 16 24 32 40 48 0 8 16 24 32 40 48
(c) Summer (d) Winter

Figure 5. Cont.
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(e) Sunny Day (f) Cloudy Day

Figure 5. Non-dimensional energy demand profiles. Effect of weekday ((a) vs. (b)), season ((c) vs. (d)),
and weather ((e) vs. (f)) on time and intensity distributions for a single-family building.

3.3. Convective Losses of the Thermal Storage Tank

The thermal storage tank is assumed to be of cylindrical form, and in particular, of
that cylinder, proportions that minimize the external area. This is verified, regardless of
the volume, when the cylinder height, H, equals its diameter, D. The tank is also assumed
to be thermally insulated with a layer of polyurethane having a thermal conductivity of
k = 0.03 W/mK at 80 °C [23] and that the cylinder leans on the floor. Hence, convective
thermal losses with the environment are computed accounting for the lateral and top
surface only. Since heat losses depend on tank temperature and this, in turn, varies with
time, heat loss coefficients must be computed at every time step.

For this simplified analysis, the tank surface temperature is assumed to be equal to the
average temperature between the start and end of the time step (30 min); water stratification
due to temperature gradients in the tank are not taken into account. For every time step,
one Rayleigh number for natural convection is computed for the lateral surface and for the
top of the cylinder:

L{ = H lateral surface
Rajp = 8B (1, 1z, (M (19)
ve ’ L, =D top surface

where g is the gravity acceleration, p is the air thermal expansion coefficient, v is the
kinematic viscosity, « is the thermal diffusivity, To, and Ts are the environment and the
surface temperature, respectively, and L is a characteristic length, equal to D. The heat
transfer coefficient can be computed as 111, = kNuj 5 /L2, where Nu is the Nusselt number.
Finally, the convective energy losses of the cylindrical water tank over the time step
At = 30 min are given by:

Elossi = Eigt + Etop = (mtDH + hprt(D/2)*) (Ts — Teo ) At. (20)
The energy stored in the tank at every time step i can be written as:
Etanki = (M50 Cp, 0 Tr,0 At + Eyy — Epeat — Esio — Eloss)i (21)

where Th,0 is the water temperature, Ey, is the thermal energy produced by the system
and is given either by a steady-state operation (see Table 1) or by a maneuver, depend-
ing on SP and T4 (Figure 4), Ejp; and Egy,,,; are the thermal demands described by
Equations (16) and (18). A scheme of the numerical solver is reported in Figure 6 for clarity.
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Figure 6. Flowchart of the developed optimization algorithm for the MGT-CHP system. Each
randomly generated operative profile is tested. The energy demands are assigned as the input, based
on environmental parameters and building occupancy and size. Battery and thermal storage sizes
are assigned by the user, and their charge is updated for every time step. If the system fulfills the
demand, the operative profile cost is computed; if not, it is discarded and the next one is analyzed.

3.4. Optimization Process and Number of Iterations

In full-load mode, at each one of the 48 time steps, the turbine can be either on
(SP = 100) or off (SP = 0). Thus, there are 2%8 possible operating profiles. The number is even
higher when partial-load is considered, since 7 + 1 different operating points are possible
(see Table 1). Exploring the complete space of possible solutions would require a huge
amount of computational resources. Nevertheless, a large amount of solutions either do not
fulfill the demand (too many SP = 0) or exceeded the amount of hot water that can be either
consumed or saved in the tank. For this reason, “sampling” a smaller space of candidate
solutions is sufficient to have an idea of the optimal operating profile. This procedure is
explained in this section.

First of all, random solutions must be constrained within specific bounds. In order to
have an equal probability of having the system operating or not, the SP values are searched
within the bounds [—60, 100]. In fact, only SP values higher than or equal to 20 make it
operate. Candidate solutions are pre-filtered such that, when SP < 20 are generated, they
are automatically set to 0. However, it was noted that, by applying the SP pre-filtering in
the interval [—60, 100], very expensive solutions were found. These solutions fulfill the
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energy demands, but do not minimize the costs. In fact, less expensive solutions could
be found if the random search were influenced to look within more “low-power” bounds.
A satisfactory interval was found to be [—60, 40] for the full-load mode: if SP < 20, SP is set
to zero and the system is off, as usual. If 20 < SP < 40, however, SP is set to 100. In so doing,
the solver is conditioned to look in a space where the system has a 80% probability to be off
and 20% to be on. This conditioning also produced candidate solutions that fulfilled the
demand, but with a final cost definitely lower.

For the partial-load, a similar approach was taken. Three different intervals were
tested: [—60, 100], [-60, 70], and [—60, 40]. The first interval considers all the possible
operating points; the second and the third consider only SP up to 70 and 40, respectively.

Figure 7 shows how the operative cost is influenced by the number of candidate
solutions considered. Simulations were performed with n = 1k, 2k, 3 k, 5k, 10k, 50k, and
100k solutions. Results for full-load and partial-load operations are reported in Figure 7a,b,
respectively. Both configurations show an asymptotic decreasing trend, since more can-
didates allow a higher chance to find a better solution. However, it can be seen that the
curves flatten remarkably between 50k and 100k. Between these two points, there is a
0.11% variation (0.010 €) and 0.30% variation (0.031 €) for full-load and part-load mode,
respectively. Hence, exploring a subset of n = 100k candidate solutions, instead of 243 or 848,
provides a satisfactory accuracy with much less computational cost. Future analyses could
consider switching to a more efficient solver strategy instead of random search, for example
a particle-swarm search, if similar accuracy were obtained with less computational time.

I T I I T
w 955 —— [—60140] w 115 o —o— [—60[40] ||
z 2 & ~a- [~60]70]
> o111 o -8- [—60[100] ||
-g el | % %\9\9\6
& & 105 , © |
© o . ~o
S 945 18 b e .
z 7 z oo DT
| | | | | | 10 [~ | | | | ‘ ‘ |
0 02 04 06 08 1 0 02 04 06 08 1

n. of iterations .15
(a) Full-load

n. of iterations .15
(b) Partial-load

Figure 7. Daily cost for different iterations. Climate Zone 5, multiple family house, 3 families, setting
WSB, battery 2 kWh, tank volume 800 L.

In Figure 7, it can be seen that the solutions generated within the [—-60, 40] interval
have small room for variation and provide very similar costs. On the other hand, when
searching with few candidates within the [-60, 100] interval, expensive solutions (rich of
SP =80, 90, and 100) are found. By increasing 7, less expensive solutions can be found.
Finally, by allowing the solver to look for solutions within the [—60, 70] interval, more
economical solutions are obtained. In any case, it can be seen that the full-load mode
provides less expensive operating profiles compared to the partial-load mode. In the
Results Section, a deeper comparison between these operative modes will be presented.

4. Results and Discussion

The mathematical model includes variables that are installation-dependent, such as
battery and thermal storage size. A parametric study is conducted in Sections 4.1 and 4.2 in
order to define optimal values.
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4.1. Influence of Battery Size

While the system is not running, the electricity demand must be fulfilled by relying
either on the grid or on the batteries. In this section, the role of electricity storage is
investigated, which has the potential to make the CHP-system more flexible and possibly
grid-independent. In their analysis, Maj [17] did not account for batteries and assumed that
the excess of electrical energy could be only injected into the grid. In the present analysis,
the electric generator and the batteries are assumed to be ideal, meaning that no conversion
losses are taken into account and that the energy stored in the batteries does not decrease
due to the long storage time. These factors could quantitatively reduce the benefits shown
in this section; however, they do not change the qualitative trends found here, which are
the real focus of this study.

In Figure 8, the influence of battery size on the daily operative cost at full-load is shown.
In Figure 8a, the operative cost for an SFH with one, two, and three occupants is plotted for
different battery sizes. Similarly, an MFH with up to three families is taken into account
in Figure 8b. It can be seen that even a small battery, up to 1 kWh, contributes to rapidly
decreasing the costs. In fact, batteries allow a direct reduction of the electricity bought from
the grid. The advantage of installing a battery strongly depends on the electricity prices.
If buying 1 kWe from the grid costs more than selling it, which is usually the case, a battery
could be convenient. In fact, it is more convenient to store the excess energy instead of
selling it at a low price and buying eventually at a higher price when needed.

w 120 —~SFH/1 || ¢ 12| —e—MFH/1 |
e -a-SFH/2 || = N & -MFH/2
o} -8- SFH/3 e B -8- MFH/3
> 108 Bl 2ol , ey /3]
2 g . TEe o
o o] A
% 8 1 % 8 Sl 2
Z 6l 1 & 6l :
| | | | | |
0 1 2 3 0 1 2 3
Battery Size, kWh Battery Size, kWh

(a) Single-Family House (b) Multiple-Family House

Figure 8. Influence of battery size on daily cost, for different house occupancies for SFH (a) and
number of families per MFH (b). Climate Zone 5, setting WSB, tank 800 L, full-load.

However, this advantage saturates when the battery size exceeds the needs of the
building. It can be seen that small advantages are obtained for batteries larger than 1.5 kWh
and that no further advantage is obtained over 2 kWh. In fact, beyond this size, the battery
is so large that it is never completely charged. The installation cost, however, depends on
size. For these reasons, a battery between 1.5 and 2 kWh is recommended for CHP systems
that wish to be electrically independent and for reducing the operative costs.

The costs of a battery system vary with storage type and size. The average price of the
main battery types in 2018 is reported in Table 2. It can be seen that the total project cost
can vary between USD 469/kWh and USD 928/kWh [24]. The prices reported are expected
to decrease by about 20-40% in 2025; also, the price per kWh generally decreases if larger
systems are installed. Given their commercialization start in the early 1990s, Li-ion batteries
are prevalent across a variety of industries, such as the electric automobile industry and the
consumer electronics market, mainly in the MW range, due to their high specific energy,
power, and performance. There have been successful deployments of Li-ion systems built
for grid support up to several MW. Lead-acid and sodium—sulfur batteries are used across a
wide variety of applications, but are not typically found in small, portable systems. Sodium
metal halide batteries have primarily been introduced into the electrical storage market for
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EV usage; the battery sizes have a capacity range of between a few kWh and a few MWh
and have a high level of scalability and flexibility. Due to their flexibility, sodium metal
halide batteries are capable of being used across a large variety of applications, including
EVs and public transportation, residential and commercial buildings, renewable generation
smoothing, and others [25]. For their suitability and reliability in the small-grid kWh power
range, sodium metal halide batteries were selected and implemented in this analysis.

A rough estimation from the data from Figure 8 shows that, by using a battery pack of
2 kWh, an average savings of EUR 2.10/day, hence EUR 760/ year, can be obtained when
compared to a scenario without batteries. Consequently, assuming installation costs of EUR
1800 for sodium metal halide batteries, the investment could be paid off in less than 3 years.

The status of battery charge during operation is depicted in Figure 9 for every time
step. In this example, the most economical operative profile for the MGT operating in
partial-load for a two-living-unit building is shown. The 2 kWh battery starts at 40% and
the water tank at 75% of their respective maximum capacity. It can be seen that, when the
system is not running, the electrical charge and the available hot water reduce due to the
energy demand (not depicted here). When the system is activated (each column indicates
the SP), the batteries are charged and hot water is produced. In can also be noted that,
when the batteries are empty and the system is not running, electricity is taken from the
grid (continuous line).

Table 2. Summary of battery types and costs for CHP applications in 2018 according to [24]. Data
from [24]. Copyright 2019, U.S. Department of Energy (DOE) Pacific Northwest National Lab.
(PNNL-28866).

Parameter Sodium-Sulfur Li-Ion Lead Acid Sodium Metal
Capital Cost-Energy Capacity (USD/kWh) 661 271 260 700
Power Conversion System (PCS) (USD/kW) 350 288 350 350
Balance of Plant (BOP) (USD/kW) 100 100 100 100
Construction and Commissioning (USD/kWh) 133 101 176 115
Total Project Cost (USD/kWh) 907 469 549 928
N GF, %% aseeen Th. Storage, % == === Batt. Charge, % E.; bought, kWh
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80
- 70 2.0
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Figure 9. Battery charge/discharge status at every time interval of the operation period. Climate
Zone 13, typical day WSB, battery 2 kWh, thermal storage 1200 L, operation partial-load.

4.2. Influence of Thermal Storage Size

The thermal energy contained in the tank is subjected to convective losses, which are
modeled in Section 3.3. Such losses depend, among other factors, on the exchange surface
between the environment and the tank (the latter being already minimized by imposing
H = D). Hence, the bigger the tank, the larger the losses, all the rest being equal. However,
a larger water tank allows more thermal heat storage, allowing the system, theoretically,
to operate less often. The effect of these two counteracting phenomena is investigated in
this section.
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Figure 10 shows the influence of thermal storage size on operative cost for volumes up
to 2000 L. VO is the relative amount of water at the beginning of the day, and simulations
were conducted for VO = full, half, and empty tank. This parameter adds a further variable
to the analysis of Maj [17], who only considered the case with a full initial tank. The results
show a clear decreasing trend between operative cost and thermal storage size. This fact
suggests that heat losses have a marginal role when compared to the gain of a larger
tank. The importance of having hot water ready for use is further underlined by the three
different configurations: when the day starts with a tank completely empty, more energy
will be spent in the first hours to fill the tank and fulfill the demand at the same time. Finally,
no valid operative solutions could be found for tanks smaller than 400 L with this setup.

It must be observed that, over long periods of time, the water tank will most probably
start every day with different values of V0; moreover, in real applications, maximum and
minimum thresholds both of water content and temperature are generally set. Nevertheless,
this analysis shows that a minimum of 400 L is highly recommended and that larger water
tanks are desirable in order to be progressively more thermally self-sufficient, depending
on building size. Moreover, the German Federal Office of Economics and Export Control
grants financing for those who desire installing CHP systems up to 20 kWel [26]. The MTT
Enertwin, with its 3.2 kWel, fulfills the requirements and can benefit from a financing of up
to EUR 3200, provided a thermal storage of minimum 936 L is installed.
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Figure 10. Influence of water tank size on daily cost, for different initial water levels. Climate Zone 5,
typical day WSB, battery 2 kWh, operation full-load.

4.3. Determination of the Optimal Operative Profiles

The previous sections presented the influence of different algorithm parameters on
the solution. In order to proceed further with the simulations, meaningful values should
be chosen. For the following analysis, a battery of 2 kWh and a thermal storage of 1200 L
were selected.

The simulations can investigate 15 climate zones, 10 typical days, and different build-
ing types and sizes. Moreover, for every scenario, two operating modes are investigated:
full-load and partial-load. For the sake of brevity, only a part of these solutions is presented
in this paper. A subset of five climate zones was selected: Z-15, Z-13, Z-4, Z-12, and
Z-5. These zones are representative of the coldest and hottest climate zones in Germany
and include a vast majority of its population.Furthermore, a subset of five typical days will
be presented, covering all the seasons, days of the week, and weather: UWB, USB, SWX,
WWB, WSB. Finally, the results of six building sizes are presented: SFH and MFH, with one,
two, or three living units each.

In Figure 11, the results for the typical day UWB are presented. Similarly, the results
for the other four typical days are reported in Figures 12-15. The horizontal axes represent
the climate zone and the building size. For every scenario, the darker column (purple and
green) represents the operation at full-load, while the lighter column (blue and yellow)
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represents the operation at partial-load. The height of the column represents the daily
operating cost of each scenario, in EUR, accounting for fuel consumed and electricity
bought and sold from the grid (see Equation (8)). Some costs are shown with a label,
in order to allow a comparison between climate zones, building size, and operating mode.

7.67
8 318 81

10 5.28

>MHF3

0 MHF2
~ MHF1
Z-15 SHF3
7-4 SHF2
Z-12 75~ SHF1
Climate Zone Building Type

Figure 11. Cost comparison between full-load (left column, purple, and green) and partial-load
operation (right column, blue, and yellow) for different climate zones and building types, for a UWB
typical day (intermediate season, working day, cloudy).
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Figure 12. Cost comparison between full-load (left column, purple and green) and partial-load
operation (right column, blue and yellow) for different climate zones and building types, for a USB
typical day (intermediate season, weekend day, cloudy).

It can be seen that, for the intermediate seasons (Figures 11 and 12), the operation
at full-load is always more convenient of about 10-20%. Obviously, cost increases with
building size and varies between 2.12 € (SFH1) and 8.81 € (MFH3). A small but consistent
difference in cost is seen within climate zones: Z-15 generally requires the lowest costs,
while Z-5 the highest. Furthermore, little difference can be seen between a working day and
a weekend day, with no clear pattern: the operating cost difference for the same scenario
between Figures 11 and 12 lays within a few EUR cents.

In a typical summer day (Figure 13), the operating cost is significantly lower than in
the intermediate seasons, because the thermal and electrical power demands are lower.
Partial-load operation is, again, more expensive than the full-load operation of about
10-20%.

Finally, the results for typical winter days show, as expected, the highest operating
costs. Zones 12 and 5 are characterized by the highest values, while Zone 5 by the lowest. It
can be seen that, during winter working days (Figure 14), multiple climate zones for SFH1
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and SFH2 and all the zones for MFH are characterized by a more convenient operation in
partial-load. Similarly, during winter weekend days (Figure 15), all zones for SFH1 and
some zones for MFH1 exhibit a more convenient partial-load operation.

This behavior indicates that partial-load operation has potential to be more convenient
for small buildings (SFH1, SHF2, and MFH1) in the winter season, hence in those situations in
which frequent, small consumption are needed. On the contrary, full-load operation remains
the best operating mode for the vast majority of situations, in which larger amounts of thermal
energy are requested rarely (in summer) or with a middle frequency from large multi-family
buildings. In any case, full-load operation remains the safest choice for every scenario, since it
guarantees the energy demands’ fulfillment, providing basically always the smallest costs.

10

MHF3

-~ MHF2

MHF1

-~ SHF3
" SHF2

75~ SHF1

Climate Zone Building Type

Figure 13. Cost comparison between full-load (left column, purple and green) and partial-load
operation (right column, blue and yellow) for different climate zones and building types, for an SWX
typical day (summer, working day, neutral weather).

10

7MHF?)
MHEF?2

~ MHF1

Z-15 SHF3
13y SHF?2
212, 7 SHF1
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Figure 14. Cost comparison between full-load (left column, purple and green) and partial-load
operation (right column, blue and yellow) for different climate zones and building types, for a WWB
typical day (winter, working day, cloudy).
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Figure 15. Cost comparison between full-load (left column, purple and green) and partial-load
operation (right column, blue and yellow) for different climate zones and building types, for a WSB
typical day (winter, weekend day, cloudy).

As a final example, in Figure 16, the complete operative profile of two typical days in
two climate zones is reported. Figure 16a,b show the most economical solution to fulfill the
demand of a two-living-unit building, in an intermediate season, working, cloudy day in
Climate Zone 15, in full-load and partial-load mode, respectively. A similar comparison
is shown in Figure 16¢,d for a winter, weekend, cloudy day in Climate Zone 13. Together
with the SP profile, shown with columns, the status of the thermal storage is also plotted
for every time step. In both scenarios, it can be seen that full-load mode fulfills the thermal
and electrical demands, indicated with Py, and P,;, respectively, with a lower cost (10-15%
less) and a lower number of starts/stops. This confirms the fact that it is generally not
convenient to operate a CHP, MGT-based system in partial-load mode. Furthermore,
a lower number of starts and stops might have the potential to spare some of the system
components from alternating, thermo-mechanical fatigue. This aspect will be treated in a
separate future work.
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Figure 16. Cont.



Appl. Sci. 2022, 12, 6069

19 of 21

mm SP, full-load %« Th. Storage %— p,, == P, mmm SP, partial-load % - Th. Storage% — Py, --- Py
100 I | 5.0 100 5.0
_C £
80 l | 40 3 - 10 3
D - ~ =
60 e 30 5 60 V 3.0 §
= i El | = A E
20 Jfl i A 20 8 0 — f“ NV 208
7 VJ L( & 7 i | l\ &
20 - 10 20 10 g
. P S 25T o S h \‘l I.IC.I _I_ _’._/\4 L i =d_s ‘._l uCJ
I 0.0 (¢ e S 0.0

0 0 0 0O 00 QO o0 Qo Qo O 0 OO0 0 O 0O 0O 0o O O O

22 ¢coeeeaQe e Sgeccges8s88¢e

O N g W 0 O N < O 00 O ~ O N g W 0 O N O 00 O

0 000 A o o A A ~N 0000 = o A o " N

Time Time
(c) Full-load, (d) Partial-load,
Z-13, typical day WSB Z-13, typical day WSB
n. starts: 7, cost = 6.823 € n. starts: 10, cost =7.438 €

Figure 16. Comparison of the optimal operating profile for two example scenarios: climate zone 15,
typical day UWB (a,b), and climate zone 13, typical day WSB (c,d). On the left, the full-load mode,
on the right, the partial-load mode, for a 2-living-unit building.

5. Conclusions

In this paper, the results of an economical optimization of the MGT MTT Enertwin
were presented. The study aimed at determining whether an operation at partial-load could
be economically more convenient than at full-load. Germany was selected as a case study,
being Central Europe’s main market of this CHP. As constraints, the system had to fulfill
two different heat demand profiles and comply with the electrical demand. The analysis
spanned over 15 climate zones, investigated single-family and multi-family buildings,
and included environmental and external elements such as weather, season, and day of
the week.

This paper showed that an operation at full-load is, in the vast majority of cases, more
convenient than at partial-load. The price difference is usually between 10% and 20%. This
fact indicates that firing the system at full-load, but less frequently allows burning, in total,
less fuel than firing more frequently at partial-load. The inefficiency of transient maneuvers
and intermediate SP is the major cause for this result. The partial-load inefficiencies being a
common characteristic of MGTs, this conclusion can be transferred to other MGT-based
CHP systems as well.

A sensitivity study on the potential of batteries showed that their use is highly benefi-
cial to reduce the operating costs. Depending on the building size, batteries between 1.5
and 3.0 kWh are recommended. The battery type can have a large impact on the installation
costs and should be decided carefully. Installation costs are generally paid back within two
or three years, depending on the electricity prices (sell/buy), hence on the agreements with
the power provider.

A qualitative parametric study on the thermal storage size was also conducted, show-
ing that larger water tanks allow for more flexibility and work like a thermal buffer.
The advantages of having more water ready for use outweigh the higher thermal losses
given by a larger tank, provided that this is properly thermally insulated. An upper limit
for the tank size is not definable; however, a minimum of 1200 L is recommended in order
to have enough operational flexibility and to possibly obtain, in some cases, incentives for
the installation.

Finally, in the case of full-load mode, the system operating profile generally shows
a lower number of starts and stops compared to partial-load. Since the transient loads
are thought to be responsible for thermo-mechanical fatigue, a full-load operation could
also be beneficial in terms of components’ life. Future studies from the same authors will
investigate this topic in a future work.
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Abbreviations

The following abbreviations are used in this manuscript:

CHP Combined Heat and Power

DLR Deutsches Zentrum fuer Luft- und Raumfahrt
DWD  German Meteorological Service

LHV Lower Heating Value

MFH  Multiple-Family House

MGT Micro Gas Turbine

SFH Single-Family House

SHW Sanitary Hot Water

SP Setting Point

SSX Summer, Weekend Day, Neutral Weather
SWX  Summer, Working Day, Neutral Weather
TOT Turbine Outlet Temperature

USB Intermediate Season, Working Day, Cloudy
USH Intermediate Season, Working Day, Sunny
UWB  Intermediate Season, Weekend Day, Cloudy
UWH  Intermediate Season, Weekend Day, Sunny
WSB Winter, Weekend Day, Cloudy

WSH Winter, Weekend Day, Sunny

WWB  Winter, Working Day, Cloudy

WWH  Winter, Working Day, Sunny
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