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Abstract

:

Augmented reality (AR) is an innovative system that enhances the real world by superimposing virtual objects on reality. The aim of this study was to analyze the application of AR in medicine and which of its technical solutions are the most used. We carried out a scoping review of the articles published between 2019 and February 2022. The initial search yielded a total of 2649 articles. After applying filters, removing duplicates and screening, we included 34 articles in our analysis. The analysis of the articles highlighted that AR has been traditionally and mainly used in orthopedics in addition to maxillofacial surgery and oncology. Regarding the display application in AR, the Microsoft HoloLens Optical Viewer is the most used method. Moreover, for the tracking and registration phases, the marker-based method with a rigid registration remains the most used system. Overall, the results of this study suggested that AR is an innovative technology with numerous advantages, finding applications in several new surgery domains. Considering the available data, it is not possible to clearly identify all the fields of application and the best technologies regarding AR.
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1. Introduction


Imaging is known to play an increasingly important role in many surgery domains [1]. Its origin can be dated back to 1895 when W. C. Roentgen discovered the existence of X-rays [2]. While in the course of the twentieth century, X-rays have found increasing application, in more recent years, other techniques have been developed and acquiring data from the internal structures of the human body has become more and more useful [1,3,4,5]. All this facilitated an increasing use of images to guide surgeons during interventions, leading to the affirmation of image-guided surgery (IGS) [6]. In this sense, the need for reducing surgery evasiveness, by supporting physicians in the diagnosis and preoperative phases as well as during surgeries themselves, led to the use of different solutions such as the 3D visualization of anatomical parts and the application of augmented reality (AR) in surgery [1,3,4]. Augmented reality consists in merging the real word with virtual objects (VOs) generated by computer graphic systems, creating a world for the user that is augmented with VOs. The first application of AR in medicine dates back to 1968 when Sutherland created the first head-mounted display [7]. The term AR is often used in conjunction with virtual reality (VR). The difference between them is that VR creates a digital artificial environment by stimulating the senses of the user and simulating the external world through computer graphic systems [8], while AR overlays computer-generated images onto the real world, increasing the user perception and showing something that would otherwise not be perceptible as reported by Park et al. in [1] and Desselle et al. in [9].



The application of AR in IGS can be an increasingly important opportunity for the treatment of patients. In particular, AR allows one to see 3D images projected directly onto patients thanks to the use of special displays. All this can facilitate the perception of the reality examined and lighten the task of the operators themselves compared to the traditional approach consisting in 2D preoperative images displayed on 2D monitors [1,5].



In this way, doctors can directly see 3D images projected onto patients using special displays, described in the next paragraph, instead of using 2D preoperative images displayed on 2D monitors that require the doctor to mentally transform them into 3D objects as well as remove the sight from the patient [1,5].



The purpose of this review is providing an overview of AR by describing which medical applications it can be used in and which aspects characterize this technology to provide doctors with information on this emerging tool. We would like it to be a starting point for more in-depth research and applications in the clinical field. In order to better understand AR application, this review started by describing some key technological aspects such as: tracking, registration and displays.




2. Theoretical Background


This section describes the main aspects leading to the visualization of the VOs superimposed on the real world. The workflow of augmented-reality-enabled systems is shown in Figure 1. This Figure 1 shows that once the virtual model has been rendered, tracking and recording are the two basic steps. In this sense, tracking and registration provide the correct spatial positioning of the VOs with respect to the real world [10]. This result is possible because, with monitoring, the spatial characteristics of an object are detected and measured. Specifically, with regard to AR, tracking indicates the operations necessary to determine the device’s six degrees of freedom, 3D location and orientation within the environment, necessary to calculate the real time user’s point of view. Tracking can be performed outdoors and indoors. We focused on the latter. Two methods of indoor tracking are then distinguishable: outside-in and inside-out. In the outside-in method, the sensors are placed in a stationary place in the environment and sense the device location, often resorting to marker-based systems [11]. In the inside-out method, the camera or the sensors are placed on the actual device whose spatial features are to be tracked in the environment. In this case, the device aims to determine how its position changes in relation to the environment, as for the head-mounted displays (HMDs). The inside-out tracking can be marker-based or marker-less. The marker-based vision technique, making use of optical sensors, measures the device pose starting from the recognition of some fiducial markers placed in the environment. This method can also hyperlink physical objects to web-based content using graphic tags or automatic identification technologies such as radio-frequency-identification (RFId) systems [12]. The marker-less method, conversely, does not require fiducial markers. It bases its measures on the recognition of distinct characteristics, present in the environment, that in turn are used to localize the position of the device in combination with computer vision and image-processing techniques. Registration involves the matching and alignment of tracked spatial features obtained from the real world (RW) with the corresponding points of the VOs to reach an optimal overlapping between them [1]. The accuracy of this process allows an accurate representation of the virtual reality over the real world and determines the natural appearance of an augmented image [13]. The registration phase is connected to the tracking one. Based on the ways these two are accomplished, the process is defined as manual, fully automatic or semiautomatic. The manual one refers to manual registration and manual tracking. It consists in finding landmarks both on the model and the patient and consequently manually orienting and resizing of the obtained preoperative 3D model displayed on the operative monitor to make it match real images. The fully automatic process is the most complex one, especially with soft tissues. Since real world objects change their shapes with time, the same deformation needs to be applied to the VOs to address the fact that any deformation during surgery, due to events such as respiration, can result in an inaccurate real-time registration, subsequently causing an imprecise overlapping between 3D VOs and ROs. Finally, the semiautomatic process associates the automatic tracking with the manual registration. The identification of landmark structures, both on the obtained 3D model and on the real structures, occurs automatically, while its overlay on the model, and its orienting and resizing, occurs manually. This aspect is what differentiates the automatic process from the semiautomatic one. The latter provides the overlay of the AR images on real life statically and manually, while the former makes the 3D virtual models dynamically match the actual structures [1,14,15,16]. For the visualization of the VOs onto the real world, several AR display technologies exist, usually classified in head, body and world devices, depending on the place where they are located [7,17]. World devices are located in a fixed place. This category includes desktop displays used as AR displays, and projector-based displays. The former are equipped with a webcam, a virtual mirror showing the scene framed by the camera and a virtual showcase, allowing the user to see the scene, alongside additional information. Projector-based displays cast virtual objects directly onto the corresponding real-world objects’ surfaces. With body devices, we usually refer to handheld Android-based platforms, such as tablets or mobile phones. These devices use the camera for capturing the actual scenes in real time, while some sensors (e.g., gyroscopes and accelerometers and magnetometer) can determine their rotation. These devices usually resort to fiducial image targets for the tracking-registration phase [18]. Finally, the HMDs are near eye displays, wearable devices consisting in sort of glasses that have the advantage of leaving the hands free to perform other tasks. HMDs are mainly of two types: video see-through and optical see-through. The first ones refer to special lenses that let the user see the external real world through a camera whose frames are in turn combined with VOs. In this way, the external environment is recorded in real time and the final images overlaying the VOs are produced directly over the user’s lenses. Differently, the optical see-through devices consist of an optical combiner or holographic waveguides, the lenses, that enable the overlay of images transmitted by a projector over the same lenses through which a normal visualization of the real world is allowed. In this way the user visualizes directly the reality augmented with the VOs overlaid onto it [7,19]. Figure 2 shows an example of HMD.



The different techniques are summarized in Figure 3. The aim of this study was to describe the state of the art relating to the use of AR in the surgery domain. The description and analyses of the various procedures used to create the virtual images represented a further objective. This scoping review aims to provide a summary of the surgical fields in which this new technology finds its best application providing doctors with an overview of the key aspects behind viewing accurate virtual images superimposed on the real world. The research highlighted that the marker-based tracking and the rigid registration are currently the most used systems to acquire data, as reported in the following paragraphs.




3. Materials and Methods


We followed the PRISMA Guidelines for scoping reviews [20]. The results are shown in Figure 4. The histogram in Figure 5 shows the trend of the number of publications from 1982 to 2021 present on Scopus searching English articles for “augmented reality in surgery”. Between 2020 and 2021, the number of publications increased by 40%. In 2022, at the time of writing, 50 articles have already been published and indexed on Scopus.



3.1. Inclusion Criteria


The studies included in the review need to be related to the main topic: augmented reality. We limited the selection by imposing restrictions on the document type (articles only) and on the language (English only). The query was limited to a relatively short period of time, (2019–February 2022) ensuring the attention was focused on the innovations introduced in the latest years. The queries we used during our searches were: “TITLE-ABS-KEY (“augmented reality” AND surgery) AND (LIMIT-TO (DOCTYPE, “ar”)) AND (LIMIT-TO (LANGUAGE, “English”)) AND (LIMIT-TO (PUBYEAR, 2022) OR LIMIT-TO (PUBYEAR, 2021) OR LIMIT-TO (PUBYEAR, 2020) OR LIMIT-TO (PUBYEAR, 2019))” for Scopus and Record on Pubmed.




3.2. Selection of Sources Criteria


The inclusion criteria were applied to filter the found articles. Additional documents were then added based on citations from excluded articles, deemed interesting for this review but not caught by the query because of the limitations that we decided to set. The team established two reviewers, E.B. and P.F. In both searches; they screened independently all the articles, starting from the abstracts and the titles, choosing the ones deemed pertinent according to their own judgement. The articles chosen by both reviewers were directly integrated in the list of articles to be downloaded. The studies that were chosen from only one of the two reviewers were integrated in the list only after the agreement of a third reviewer, L.B., who took the final decision whether to include or discard the article from the final review. Starting from this list, full texts of these studies were downloaded and the process of choice was repeated based on the content of the studies found, thus obtaining the final list of articles to be included.





4. Results


The initial search yielded a total of 2649 articles. After applying filters, removing duplicates and screening the studies based on abstracts and titles, 125 studies remained, from which those included in the study were chosen. The final summary refers to a total of 34 articles. The reason for not including some articles is related to their content, in some cases deemed too specific, concerning clinical trials or topics outside the field of interest. The list of AR applications in the different surgery domains as reported in the selected articles is shown in Table 1. We decided to create Table 1, containing an overview of the AR applications in different areas and methods present in the chosen articles. The Table 1 is organized as follows: the first column shows the author (or authors) of the article, the second the application to which the article refers, the third the technology used for processing, the fourth the display used to view the virtual object merged with reality, the fifth the registration method used in the article, the sixth the error made in terms of approximations and the seventh the data set that was used in the article.



Evaluating all the selected articles, both in the filtered research and those added manually, we decided to summarize the main aspects of the AR applications in three schemes reported in Table 2, Table 3 and Table 4. The aspects we decided to analyze and report as percentage of application in the analyzed studies are the ones described in the Section 2. For what concerns the application of AR in different fields, the scheme in Table 2 shows that this technique has been traditionally mainly used in orthopedics. Lately, the innovation has been represented by its increasingly widespread application in maxillofacial surgery, in addition to oncology. However, the numerous areas in which AR is used confirm the important role that this technology may have in the future in the health field. The scheme in Table 3 shows how the projection over the patient is, at the moment, the least used method, while the Optical Viewer by Microsoft, HoloLens, is the most used one. The first model (HoloLens 1) together with the second one (HoloLens 2) amounts to 38% of the scheme in Table 3. For what concerns tracking and registration, reported in the scheme in Table 4, the marker-based method paired with rigid registration remains the most used system. Once we analyzed all the articles listed in Table 2, we decided to delve into the applications more recurrent in our research and which, in our opinion, seemed to have the most interesting clinical implications. The applications we decided to investigate are reported below.



4.1. Oncology


AR application is frequent in oncology, being used for osteosarcoma [53], mandibular [54], kidney and prostate cancer [55], meningioma [56], urological cancer, intracranial [57], neuro-oncological [58], and cancer of the liver [14]. Indeed, AR application ensures an accurate visualization of the tumor, identifying its edges and position during surgeries. The capability to visualize the real anatomical structures, such as convolutions, grooves, blood vessels and nervous tracts, allows control during their resection, and permits surgeons to try to eradicate the tumor while removing as little of the surrounding healthy tissue as possible [59,60,61,62]. Adequate planning also provides bone information that, together with information about the tumor, can lead to its successful removal [54]. Furthermore, the application of the AR to the innovative twin digital simulation technique can also be a medical support tool. In particular, this solution may allow oncologists to monitor and control the patient in addition to predicting the outcome of cancer through the development of appropriate simulation models and the creation of appropriate data sets [63].




4.2. Orthopedics


The application of AR in orthopedics [64,65,66] is relatively recent, dating back to the beginning of the 2000s [65]. The purpose of applying AR to orthopedic computer systems for computer-assisted surgery (CAS) is to increase the accuracy during surgeries, improving the possible outcomes and at the same time decreasing procedure-related complications. AR application can also contribute to the reduction of both surgery time and radiographic doses for both patients and surgery teams. AR avoids the use of X-rays to see through the patients, reducing their exposure time [67].




4.3. Spinal Surgeries


AR is often used in spinal surgeries [68,69]. In this application, the accuracy is fundamental since an imprecision in the placement of an instrument can lead to spinal cord, nerve root or vascular injuries [70]. Open methods and direct visualization supporting the placement of the instrumentation, such as pedicle screw, have historically characterized this type of surgery [70]. The use of AR in spine surgery dates back to 1997 when Peuchot and his team developed a system for visualizing a vertebra during surgery [71]. For the past 20 years, Minimally Invasive Surgery (MIS) has been under investigation. Many articles have targeted study of Minimally Invasive Surgery (MIS) over the past 20 years. This has led to the introduction of new approaches such as the inoperative navigation that introduces several advantages to visualizing anatomy and precisely guiding surgeries. Furthermore, MIS ensures a higher level of accuracy, while minimizing possible damage to contiguous structures, providing access to deeper ones and improving dynamics and logistics in the operating room. The union of AR and MIS allows the surgeon to see more accurately inside the patient, possibly visualizing the preoperative planned drilling trajectory over the display, ensuring advantages in terms of accuracy, reduction of radiation exposure, blood loss and hospital stay. The drawbacks are mainly related to high costs and to the steepness of the learning curve, still too high [72].




4.4. Neurosurgery


The use of AR is quite frequent also in neurosurgery. Its application in this area has already been tackled in oncology, but it finds its maximum utility in neuronavigation [73]. It can help surgeons in reducing the consequences of the treatment, improving the quality of the surgery and reducing the operation time [74,75,76,77]. The first neuronavigation system (NNS) dates back to 1986. The advantage offered by AR associated to NSS consists in the mapping of the preoperative images directly onto the patient’s visible surface, thus showing its anatomy on it [73,78].




4.5. Surgical Training and Medical Education


AR is assuming a fundamental and emerging role also for what concerns surgical training and medical education [79,80,81,82,83]. Its introduction results in providing students with a better anatomic conceptualization and allows surgical simulations to improve their performances [84]. AR ensures the possibility to practice surgeries without risks for the patient, saving the need of a supervisor and consequently reducing costs for the structures [85]. It also provides an increasing acquisition of skills such as speed, ability to multitask, accuracy, hand–eye coordination and bimanual operation. The evolution of this system has led to the use of telemonitoring, where experienced surgeons can train students remotely, and also to take part in consultations among experts located in different countries [86].





5. Discussion


Augmented reality is an innovative technology that presents several advantages, with new applications still in development. Knowing about this technology is every day becoming more important and can provide information to medical doctors and encourage new applications and deeper research. The reason for its increasing success is connected to the possibility it offers to visualize and interact with digital objects without having to lose view of the real world to watch the monitor displaying the medical imaging of the area of interest [1]. Moreover, research has shown its capacity to reduce the exposure to ionizing radiation. This aspect is important because it is well known that ionizing radiations can have harmful effects with possible effects on biomolecules such as DNA, lipids, proteins, and cancer risks [87,88,89]. One study [71] calculated the average of the staff radiation exposure using AR that, compared to the literature values, decreased to less than 0.01%. Moreover, the absorbed dose of the patient exposition resulted in a decrease of its value up to 32% compared to the quantities due to conventional techniques [71]. All these aspects may allow the diffusion of AR and the possibility of assuming it as a systemic tool in medicine. The analysis of the studies considered showed that AR finds applications in many surgery domains and especially in the field of maxillofacial surgery, orthopedics and oncology. In particular, oncology is one of the areas of application particularly indicated. In this sense, AR finds a lot of applications in different kinds of cancer with the aim of facilitating and reducing the consequences of the treatment as well as improving outcomes [14,53,54,55,56,57,58]. Even with regard to orthopedics, the use of AR can be particularly recommended and is aimed at promoting the quality of surgical interventions, and therefore improving the outcomes as well as reducing the risk of complications [64,65,66,67]. In this sense, spinal surgeries represent an important area of application of AR where it can represent an important resource available to surgeons [68,69]. Regarding the available display technology, the results obtained show that the Optical Viewer by Microsoft, HoloLens, is the most used [36,39,90]. The marker-based method paired with the rigid registration was the most used solution in the context of AR tracking and registration methods [42,43,44,45,46]. In this regard, it is clear that the goal is to be able to reduce or eliminate the problems associated with tissue deformations. Unfortunately, the limited number of data available did not allow for more in-depth analyses on this issue. AR is a technology that is every day becoming more popular. Here we provided an idea of what it is, which technologies it is formed from and in which applications it is more popularly used. Unfortunately, some limitations still affect the application of AR in the surgical field. From our study, we noticed that the output is too much related to the accuracy of the registration and tracking systems that need to be as reliable as possible. Errors during those mentioned phases could lead to a misalignment of the VOs with the real world [91,92]. Mainly for the HMDs, the different field of view between human vision and visors represents an obstacle too [93,94]. Finally, one of the biggest issues that affects this technology is the vergence–accommodation conflict. In nature, the point where the eyes verge and focus is the same, while AR displays are featured by a fixed focal distance; consequently, the points of vergence and focus may be different. This causes discomfort, fatigue and different eye depth perception [95,96,97]. Some limitations characterize this study since the purpose of the review consisted in providing a contemporary view, but the results may exclude longitudinal trends. A potential problem in this study may also be the possible underrepresentation of documents about AR in surgery. Not all the studies published in the years analyzed may have been identified, despite trying to be as comprehensive as possible (according to the filters chosen). For our search, we used only those terms indicated in the Section 3, but others could have been chosen. Moreover, it is possible that some papers were excluded as they did not include those specific words, but their synonyms. Furthermore, our search was attempted using two multidisciplinary databases, Pubmed and Scopus, but others could have yielded additional studies. We decided to use only English terms and include only English articles. We did not reach out to experts on the topic for a consultation about additional studies that we may not have included.




6. Conclusions


AR is a technology that is increasingly being applied in surgery. This is due to the numerous advantages it offers although it is still an evolving technology. Since AR allows an accurate visualization of the anatomical structures and a good control of the activities performed during surgical resections, the fields in which it is most commonly used are orthopedics and oncology. For what concerns the displays, Microsoft HoloLens Viewer is the most used method. Likewise, the marker-based system combined with rigid registration is the most common solution for tracking and registration. The need for high accuracy of registration and tracking systems, as well as VOs misalignment problems and the possible vergence–accommodation conflict are important limitations. The latter can hinder the use of AR in surgery. The results of this study, as well as presenting the technological solutions used, show that AR can be applied in different fields of surgery. All of this can favor the realization of further studies aimed at overcoming the current limitations on AR in the clinical setting as well as promoting its application. Considering the significant role that AR can play within the treatment of a large numbers of patients, further studies are needed to better define all possible fields of application of AR and the best technological solutions to be used.
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Figure 1. Workflow of augmented-reality-enabled systems. 
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Figure 2. Example of HMD, HoloLens 2 (Microsoft, WA, USA). 
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Figure 3. Summary of the techniques. 
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Figure 4. Criteria for the inclusion of articles. 
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Figure 5. Trend of Publications on Augmented Reality in Surgery over the Years. 
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Table 1. Most recent Augmented reality application for each field and method that resulted from the research.
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	Author
	Application
	Technology
	Display
	Registration
	Error
	Data Set





	Schwam [21]
	Lateral skull surgery
	BrainLab Curve  T M  , Surgical Theate and Zeiss OPMI® PENTERO® 900
	Microscope-based HUD
	Marker-less, rigid
	Not reported
	40 patients.



	Coelho [22]
	Antenatal Treatment of Myelomeningocele. Preoperative and post operative simulation to make it happen
	Unity Engine, Google ARCore libraries, ray casting target object rendering
	Application for smartphone and tablets
	object placed based on the rendering,
	Not reported
	1 pregnant woman at 27 weeks of gestation.



	Gouveia [23]
	Left breast cancer: Oncology
	Contrast-enhanced MRI Horos R software v2.4.0
	HoloLens AR Headset
	Marker-based, rigid,
	Not reported
	57 menopausal woman.



	Chen [24]
	Knee surgery arthroscopy
	CT scanner, optical tracking system,
	Glasses-free 3D display
	Marker-based, rigid
	Mean: 0.32 mm. Reduced error targets of 2.10 mm and 2.70 mm
	Experiments: preclinical on knee phantom and in-vitro swine knee.



	Golse [25]
	Liver resection
	3D segmentation. CT
	Standard mobile external monitor
	Real time Marker-less, non-rigid
	7.9 mm root mean square error for internal landmark registration
	In vivo: 5 patients, ex vivo: native tumor-free.



	Gsaxner [26]
	Head and neck Carcinoma: Training
	CT, PET-CT and MRI scans. Instant calibration
	HoloLens AR Headset
	Marker-less, rigid
	Between a few mm of up to 2 cm.
	11 health care professionals.



	Molina [27]
	Spinal navigation
	iCT scans. Gertzbein-Robbins (GS) scale
	AR-HMD Xvision (Augmedics)
	Marker-based, rigid
	Linear deviation: 2.07 mm. Angular deviation: 2.41   ∘  .
	78-yr-old female.



	Ackermann [28]
	Osteotomy cuts and reorientation of the acetabular fragment: navigation system
	CT scan
	Microsoft HoloLens
	Marker-based, rigid
	Osteotomy starting points: 10.8 mm. Osteotomy directions: 5.4. Reorientation errors: x = 6.7   ∘  , y = 7.0   ∘  , z = 0.9   ∘  . LCE angle postoperative error: 4.5   ∘  
	2 fresh-frozen human cadaverous hips.



	Liu [29]
	Medical training and telemonitored surgery
	2 color digital cameras.
	Microsoft HoloLens
	Marker-based, rigid
	The overall tracking one: less than 2.5 mm. The overall guidance one: less than 2.75 mm
	Ex vivo arm phantom, in vivo rabbit model.



	Collins [30]
	Uterus: Laparoscopy
	MR or CT and monocular laparoscopes
	Monitor
	Marker-less, rigid
	Distribution increase towards the cervix (2 mm for 15 views up to 8 mm for 2 views)
	Phantom and videos recorded during laparoscopic surgery.



	Arpaia [31]
	Neurosurgery
	Equipment of the brain computer interface.
	Epson Moverio BT-350 glasses.
	Not reported
	Not reported
	10 runs on the same patient.



	Shrestha [32]
	Bowel
	CT scans and endoscope camera intraoperatively.
	Monitor
	Marker-based, rigid
	The overlay error accuracy was 0.24777px. Performance was 44fps
	People with three different ages: 15–25, 26–35, 35–60.



	Wei [33]
	Plastic surgery
	Google Face API
	Android display
	Rigid, Marker-based
	Not reported
	4 benchmarks data set.



	Lee [34]
	thyroid surgery
	CT. Semiautomatic registration
	AR screen. Master surgical robot screen.
	Marker-based, rigid
	Mean ± SD = 1.9 ± 1.5 mm
	9 patients.



	Hussain [35]
	Ear surgery
	Without tracking system, CT. Microscope 2D real time video
	DDM. Bronchoscopy monitor
	Marker-less, rigid
	Surgical instrument tip position one: 0.3 ± 0.22 mm
	6 artificial human temporal bone specimens.



	Feufel [36]
	Ultrasound guided needle placement
	Reflective markers Ultrasound transducer
	Microsoft HoloLens
	Marker-based, rigid
	Mean error of 7.4 mm
	20 participants.



	Carl [37]
	Aneurysm surgery: indocyanine green (ICG) hagiography
	CT, 3D rotational (DynaCT) or Time-of-flight magnetic resonance angiography. Automatic registration
	Operating microscope HUD
	Marker-based, rigid
	Target registration one: 0.71 ± 0.21 mm
	20 patients with 22 aneurysm.



	Chan [38]
	Transoral robotic surgery
	CT
	3D Surgeon’s console
	Marker-based, rigid
	Not reported
	2 cadavers.



	Ferraguti [39]
	Percutaneous Nephrolithotomy
	Ct or MRI, 3 electrodes. Real time registration.
	Microsoft HoloLens
	Marker-based, rigid
	Translation and orientation norm between 2 transformation matrices: 15.80 mm and 4.12   ∘  
	11 samples.



	Auloge [40]
	Percutaneous vertebroplasty
	Cone-beam CT
	Monitor
	Marker-based, rigid
	Not reported
	2 groups of 10 patients.



	Libaw [41]
	Inhaled induction of general anesthesia, pediatric
	iPhone 7.
	AR headset
	Not reported
	Not reported
	3 patients: 8 an 10 years old.



	Pietruski [42]
	Fibula free flap harvest
	7 markers. Actual, virtual registration. Sagittal surgical saw (GB129R) with a tracking adapter
	HMD: Moverio BT-200 Smart Glasses, Epson
	Marker-based, rigid
	Not reported
	756 osteotomies simulated.



	Jiang [43]
	Vascular localization system
	CTA scan. No ionic contrast agent. Registration real time.
	Microsoft HoloLens
	Marker-based, rigid
	Minimum 1.35 mm. Maximum 3.18 mm
	7 operators.



	Samei [44]
	Laparoscopic radical prostatectomy
	MRI. 3 transformations.
	From Da Vinci to pc
	Marker-based, rigid
	Not reported
	Agar prostate phantom ex vivo. 12 patients in vivo.



	Rose [45]
	Otolaryngology - head and neck surgery
	CT, MeshLab and Unity.
	Microsoft HoloLens
	Marker-based, rigid
	In measurement of accuracy: 2.47 ± 0.46 mm (1.99, 3.30)
	A phantom.



	Carl [46]
	Transsphenoidal Surgery
	C-arm radiographic fluoroscopy. Registration using iCT.
	Operating microscopes HUD
	Marker-based, rigid
	Target registration error of 0.83 ± 0.44 mm
	288 cases of transsphenoidal surgery.



	Sharma [47]
	Jaw surgery
	Ct scan. Virtual scenes. Stereo views.
	monitor
	Marker-less, rigid
	Alignment error 0.59 ± 0.62 mm
	20 different samples after jaw surgery.



	Abdel [48]
	Foot sarcoma: Oncology
	NDI Polaris. Smartphone AR application: FINO
	Samsung galaxy
	Marker-based, rigid
	Not reported
	A 39-year-old male patient.



	Melero [49]
	Rehabilitation: upper limbs
	Myo armband. EMG data. Microsoft Kinect sensor
	Monitor
	Marker-less, rigid
	Not reported
	3 subjects, with 10 trials for each subject.



	Tu [50]
	Orthopedics
	C++ application on pc. C♯ application in Unity. Connection via TCP/IP
	HoloLens 2
	Marker-based, rigid
	Distance error: 1.61 ± 0.44 mm. 3D angle error: 1.46 ± 0.46   ∘  
	Phantom and cadaver experiment.



	Cofano [51]
	Spine Surgery
	Ct, TeamViewer software and holosurgery
	HoloLens 2
	Marker-less, rigid
	not reported
	2 patients.



	Heinrich [52]
	Training
	Not specified
	HoloLens 1
	Marker-based, rigid
	Error rates (p = 0.047)
	10 surgical trainees.
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Table 2. Augmented Reality Applications.
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	Application
	Percentage of Application





	Telemonitoring
	4%



	Maxillofacial
	23%



	Liver Surgery
	4%



	Pediatric
	4%



	Orthopedics
	27%



	Oncology
	19%



	Training
	8%



	Puncture Surgery
	7%



	Bowel Surgery
	4%
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Table 3. Percentage of distribution of the displays of Augmented Reality used in medical applications evaluated in our study.
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	Type of Display
	Percentage of Application





	Smartphone
	14%



	Video see through Device
	14%



	Generic Head Mounted Display
	17%



	Unspecified Display
	14%



	Projected Directly over the Patient
	3%



	HoloLens 2
	10%



	HoloLens 1
	28%
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Table 4. Augmented Reality tracking and registration methods.






Table 4. Augmented Reality tracking and registration methods.





	Tracking and Registration Methods
	Percentage of Application





	Marker based and Non-rigid Registration
	4%



	Markerless rigid Registration
	20%



	Markerless Non-rigid Registration
	8%



	Markeerbased and rigid Registration
	68%
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