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Abstract: Accurate and efficient reconstruction of hidden geological structures under the surface is
the main task of high-resolution Velocity Model Building (VMB). The most commonly used methods
in practice are Tomography and Full Waveform Inversion (FWI), which rely heavily on the initial
model. Recently, deep learning types of methods have received widespread attention and have
performed well in many tasks such as image segmentation and classification. Therefore, it is of
great significance to introduce deep learning algorithms into the VMB procedure to accelerate the
production cycle, especially for the velocity anomalies detection, which is crucial for a high-resolution
initial model. In this paper, a modified U-Net framework is proposed and applied directly on the
seismic shot gathers to identify anomalies in the early stage of VMB, which can provide a suitable
initial guess for the following large-scale VMB procedures such as FWI. The numerical examples
show the power of the proposed method on synthetic data.

Keywords: velocity anomalies detection; deep learning; seismic data; geological structure; seismic
velocity analysis

1. Introduction

The main goal of the high-resolution Velocity Model Building process is to reconstruct
the subsurface structures, especially to capture potential geological bodies, such as shallow
gas clouds, salt bodies and fault plains. On the other hand, these complex geological
structures result in certain types of anomalies. Refs. [1,2] proposed different methods
to calculate velocity models. Particularly, gas clouds correspond to lower velocity and a
smaller Quality Factor (Q) [3], and some quantifiable techniques were proposed to identify
shallow gas pockets. A ray-based Q-tomography was developed by [4] and has been
applied to field data to estimate the effects of shallow gas by representing the pockets as
anomalous Q bodies [5]. One of the most crucial problems in the Q-tomography method
is how to predict the Q bodies masks accurately, which is used to indicate the location of
strong absorptions. Usually, several iterations were needed to improve the precision of
the location information, either by manual editing or introducing some attributes as pilot.
Refs. [6,7] show exciting Q-tomography results, employing the FWI model to produce
the masks for the subsequent anomalous Q-tomography process to evaluate the shallow
gas clouds. However, in the FWI guided Q-tomography flow, the accuracy of the masks
is strongly dependent on the FWI process, human intervention, and the initial Q-factor
model, which are extremely time-consuming and tedious. The initial Q-factor model can
be directly obtained from field data by applying sophisticated methods [8]. Furthermore,
the initial velocity model usually starts from a smooth one, which is based on manual
velocity analysis or vintage experience from that area only; the local detailed information is
excluded. Introducing accurate location information into velocity models automatically
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in the early stages will help to improve the quality of the VMB results and accelerate the
model building process significantly.

Since deep learning was proposed by [9], it has received widespread attention and
is widely used in computer vision, voice recognition, natural language processing, etc.
Recently, machine-learning based techniques were introduced into the seismic data pro-
cessing and interpretation community. Ref. [10] presented a supervised-learning-based
salt body detection algorithm. Three features—amplitude, second derivative and curve
length—were selected to characterize voxels of 3D seismic volume, and the algorithm uses
small fraction of the characterized voxels for training to predict the whole volume. Ref. [11]
developed a texture classification workflow using seismic attributes, clustering techniques
and segmentation by thresholds, followed by second step mathematical morphological
and basic operations between volumes to improve the detection. A major strategy of this
type of method is to apply data mining algorithms [12] on the post-migration volumes.
Ref. [13] developed a novel method based on machine learning techniques to automatically
identify and localize faults. The method was introduced in the initial stages of the VMB
process, when no seismic data had been migrated, which is different from other types of
post-migration methods that use processed seismic data or migrated images [14,15].

In the field of computer vision, it is well known that Fully Convolutional Networks
(FCNs) and U-Net perform well on image segmentation tasks. These two frameworks
were proposed by [16,17], respectively. U-Net is similar to FCN and has been widely
used in medical image segmentation. Compared with FCN, the first feature of U-Net
is that it is completely symmetrical, which means the left and right hand side are very
similar. However, the decoder of FCN is relatively simple, using only a deconvolution
operation. The second difference is skip connection: FCN uses summation, while U-Net
uses concatenation. The U-Net model modified and expanded the network on the basis
of FCN, so that it can use very few training images to obtain very accurate segmentation
results. In addition, an upsampling stage is added, which adds lots of feature channels,
allowing more texture information of the original image to spread in high-resolution layers.
U-net does not have a fully convolutional layer and uses valid for convolution throughout,
which ensures that the results of the segmentation are based on no missing context features.

In this paper, a two-step deep-learning based velocity anomalies detection workflow
is established. The workflow starts from the pre-migration shot gathers directly, justifiying
the presence of anomalies firstly and then predicting accurate location information of the
velocity anomalies prior to VMB process by employing a modified U-Net neural network.
A set of two-dimensional synthetic model tests are presented to evaluate the effectiveness
of the proposed workflow.

2. Materials and Methods

In this section, the flow chart of the proposed model is presented, including a 2-branch
U-Net and a post-processing step.

2.1. Seismic Data Preparation

Firstly, a set of two-dimensional layered velocity models with anomalies are generated;
the models include high or low speed anomaly regions. An acoustic wave equation forward
modeling scheme is employed for producing seismic data based on the generated velocity
models. The detailed settings are listed here.

*  Background velocity can be simple layered model or including faults.

*  Anomalies are simplified to some elliptical regions, with random center coordinates
and major/minor axis length.

*  Masks for the designed anomalies are generated simultaneously.

* At most, two anomalies are located in each model, either inside one layer or crossing
multiple layers.

*  Seismic data generated by different shots are recorded.

¢  All the data are separated into two parts for training and testing.
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2.2. Flow Chart

The flow chart of the proposed framework is presented in Figure 1.
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Figure 1. Flow chart.

The pairs of generated seismic and the corresponding mask compose the training
dataset and feature label, as the input for the proposed U-Net neural network. The training
procedure is shown in Figure 2.
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Figure 2. Training procedure.

After the training process, the testing data (not included in training) will be input to
the trained U-Net neural network, and the feature label set is predicted for verification
purposes, which is shown in Figure 3.
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Figure 3. Verification procedure.
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2.3. Modified U-Net Neuron Network

U-Net is an efficient deep learning framework for image segmentation task. As Figure 4
shows, it can be divided into the front and latter part. The front is the downsampling
part for feature extraction, which is composed of convolution layer and pooling layer.
The latter one is the upsampling part for image reconstruction, which is composed of an
up-convolution layer and a convolution layer. It should be noted that the net concatenates
the front part and the latter part in each parallel layer, so that more information of feature
extraction can be reserved.

For the classical U-Net neuron network, suppose that Z; is the data obtained after
upsampling at the i-th layer, Y; is the data before upsampling, X; is the data mapped from
the left side of the network at the i-th layer and C represents the upsampling process. Then
its mathematical formula can be expressed as

Z; = X; + CY;. 1

Our task is to invert seismic waveforms to generate velocity field and anomalies
locations. A modified U-Net is proposed with a different structure from the classical one.
Initially, the convolution operation starts from 1 pixel outside the edge of the seismic
image, which guarantees that the generated velocity field does not change the size while
acquiring the features of the original data. In addition, since it is found in the classical
U-Net experiments that the generated velocity fields are contaminated by the contour of
the seismic waveform, and the reason is that the classical U-Net transmits some parts
of the data to the output directly, we modify the classical U-Net structure and omit the
transmitted part. The structure of the modified U-Net is shown in Figure 4, and the dashed
line indicates the transmitting process in traditional U-Net. The corresponding formulation
is as follows:

{ Zi = CYZ', lf i= 1; (2)
Z; = X; + CY;, lf i>1.

In addition, the upsampling process is divided into two branches, which are used to
predict the velocity field and the anomaly mask, respectively. Under this setting, which
is shown in Figure 5, the velocity and the anomaly mask can be generated from the
corresponding seismic waveform simultaneously.
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Figure 4. Architecture of the modified U-Net neuron network.
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Figure 5. U-Net separated into 2 parts.

Velocity field image generation is a regression problem, and the MSE type of loss
function is often used. On the other hand, anomaly image generation is a classification
problem, where the BCE type of loss function should be employed. Classification and
regression problems cannot use the same loss function as the criterion. Therefore, we define
an ensemble loss function of the entire U-Net as a weighted summation of MSE and BCE
loss with a fine-tunable parameter «. The accuracy requirement of the model is that the
ensemble loss function is less than a threshold, so that the accuracy of two branches can be
guaranteed simultaneously. The ensemble loss function is defined as

Loss = aBCE + (1 — «)MSE (3)

2.4. Post-Processing

In practice of the Velocity Model Building, geophysicists usually apply a smoothing
post-processing step to obtain a more reliable background velocity field. Following this
traditional setting, we added two convolutional layers to the generated velocity field image
to achieve a smoothing effect. As shown in Figure 6, the velocity field with a post-processing
step has a more reasonable background and without touching the anomalies.
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Figure 6. Post-processing step.

3. Results

For an area, the seismic wave propagation speed of different geological structures
in the area is different, and there is a cavity in the geological structure (wave velocity is
different from other geological structures). In this algorithm, when the data of the velocity
field are given, a seismic waveform can be obtained by simulating the ground explosion.
The specific method is to input velocity field data and modeling parameters (including
shot position, parameters for recording wavefield snapshots, etc.) into the program. Then
the corresponding seismic data and seismic waveforms will be generated by using the
finite difference method. We made a comparison to the similar machine learning algorithm
proposed in [13]. The experiments were performed on a workstation with two 10 Core
Intel(R) Xeon(R) Silver 4210R CPU, 2 RTX A5000 GPU, 128GB RAM and an Ubuntu 20.04
operating system that implements Pytorch. The code of our algorithm has been uploaded
to GitHub (https:/ /github.com/DavidDeadpool /Unet-seismic/tree/main/Unet-seismic,
accessed on 12 July 2022).

First, we generated a set of velocity models with anomalies distributed randomly and
also generated the masks to describe the location of the anomalies corresponding to each
velocity model. Then we modeled seismic shot gathers based on the generated velocity
models. Finally, we paired the shot gathers and the masks together as the input and output
of the training pairs of the U-Net network.

3.1. Velocity Models with Anomalies

We have generated various types of velocity models. The basic type is a velocity model
with one anomaly and no fault. Through the controlled variable method, the other velocity
fields are multiple (two) anomalies with no fault and one anomaly with fault. According to
the natural laws of geophysics, the velocity in the upper level (near the surface) is small,
and the velocity increases as the depth increases. The location and size of the anomalies are
randomly generated, and the default shape of the anomaly is an ellipse. The length of the
semi-axis of the ellipse is [20, 100]. Figure 7 shows the different types of velocity models.

1 anomaly without fault 2 anomalies without fault 1 anomaly with fault

Figure 7. Examples of velocity models.
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3.2. Seismic Waveforms

By using a 2D acoustic wave modeling algorithm [18], we calculated the reflection
seismic records and wavefield snapshots corresponding to different shot points. We assume
that the entire area is 5000 m wide, and the source and receiver position can be in this
5000 m area. The leftmost end of the image is set to X = 0 m, and the rightmost end is
X = 5000 m. We can collect one seismic waveform at each seismic wave launch location.
For convenience, for the input of multiple seismic waveforms, the experiment selects the
shots at locations of 500 m, 1500 m, 2500 m, 3500 m and 4500 m. Figure 8 shows the seismic
waveforms corresponding to different shot positions.

0 x 5000 0 x 5000 0 x 5000
0 0 A

5000

X=500m X=1500m X=2500m

Figure 8. Seismic waveforms at different shot positions.

3.3. Results

In order to understand the influence of fault and the number of anomalies on the
experimental results, we conducted multiple sets of comparative experiments. In addition,
in order to determine the impact of the number of shot points on the accuracy of the
experiment, we conducted single shot point experiments (X = 2500 m) and multiple shot
point experiments (X = 500 m, 1500 m, 2500 m, 3500 m, 4500 m) and completed the
comparison in each set of comparison experiments.

3.3.1. One Anomaly without Fault

In this group of experiments, the velocity model is divided into five layers without
fault, and there is only one anomaly. We made predictions for a single shot point and
multiple shot points. The velocity field and anomaly images obtained through training are
shown in Figure 9. There is no obvious difference in the prediction of the velocity field. In
order to better view the prediction effect of the velocity field, we have produced vertical
velocity profiles, as shown in Figure 10. The prediction error of a single shot point at an
anomaly is smaller than that of a multi-shot-point prediction.
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Figure 9. Prediction for velocity field and anomaly in velocity model with one anomaly and no fault.
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Figure 10. Vertical velocity profiles of velocity field with one anomaly and no fault.

3.3.2. One Anomaly with Fault

In this group of experiments, the velocity field is divided into three layers, with only
one abnormal point. We made predictions for a single shot point and multiple shot points.
The effect of predicting the velocity field and abnormal points is shown in Figure 11. There
is no obvious difference in the prediction of both velocity field and anomaly. In order to
better view the prediction effect of the velocity field, we have produced vertical velocity
profiles, as shown in Figure 12. The prediction error of a single shot point at an anomaly is
smaller than that of a multi-shot-point prediction.
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Figure 11. Prediction for velocity field and anomaly with one anomaly and fault.
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Figure 12. Vertical velocity profiles of velocity field with one anomaly and fault.

3.3.3. Multiple Anomaly without Fault

In this group of experiments, the velocity field is divided into two layers, with two
anomalies. We made predictions for a single shot point and multiple shot points. The
effect of predicting the velocity field and anomalies is shown in Figure 13. There is no
obvious difference in the prediction of the velocity field, but the method of single-shot
prediction is more accurate for the prediction of anomalies. In order to better view the
prediction effect of the velocity field, we have produced vertical velocity profiles, as shown
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in Figure 14. The prediction error of a single shot point at an anomaly is smaller than that
of a multi-shot-point prediction.

In summary, the neural network algorithm based on U-Net can accurately complete
the process of predicting the velocity field and anomalies from the seismic waveform. Both
single shot point and multiple shot points have good prediction effects, but the effect of
multiple shot points is not necessarily better than single shot point.

ground truth for velocity prediction velocity prediction
velocity field for single shot point for multiple shot points

ground truth for anomalies anomaly prediction anomaly prediction
for single shot point for multiple shot points

Figure 13. Prediction for velocity field and anomaly with 2 anomalies and no fault.
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Figure 14. Vertical velocity profiles of velocity field with 2 anomalies and no fault.
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4. Discussions and Conclusions

We generated simulated seismic data based on the finite difference method and used
the modified U-Net to successfully predict the underground velocity field and the location
of anomalies from seismic waveforms, and then used CNN to post-process the generated
images. Experimental results show that the effect of multi-shot-point prediction is not
necessarily better than that of single shot point. After numerical verification, the predicted
velocity field and abnormal point position have very little error with the ground truth. It
should be noted that traditional VMB normally needs weeks or months to reconstruct the
velocity model; however, our algorithm only needs days, which is shown as Table 1. Next,
we will use real seismic data to verify and refine our model.

Table 1. Time of calculation in one anomaly without fault experiment.

Experiment Time of Training Time of Prediction
Single shot point 953 h 5 min
Multiple shot points 109.3 h 5 min

There are still some problems with our model. First of all, as shown in Figures 10, 12 and 14,
as the depth increases, the error of the velocity prediction will gradually increase. In
addition, the data used in each of our experiments correspond to 1000 sets of artificially
generated information. It is necessary to increase the amount of information and use real
seismic data to improve the applicability of the model to the actual situation. Finally,
although U-Net can extract image features well and achieve the required training effects,
this processing is based on images and not directly obtained from seismic data training.
The image resolution will seriously affect the training effect. We will continue to find ways
to overcome these problems.
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